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Abstract

The paper presents a novel approach for auto-
matic translation lexicon extraction from a par-
allel sentence-aligned corpus. This is a five-step
process, which includes cognate extraction, word
alignment, phrase extraction, statistical phrase
filtering, and linguistic phrase filtering. Unlike
other approaches whose objective is to extract
word or phrase pairs to be used in machine trans-
lation, we try to induce meaningful linguistic
units (pairs of words or phrases) that could po-
tentially be included as entries in a bilingual dic-
tionary. Structural and content analysis of the
extracted phrases of length up to seven words
shows that over 90% of them are correctly trans-
lated, which suggests that this is a very promis-
ing approach.

Keywords

Lexicons, parallel corpora, machine translation, word align-
ments, lexicography, cognates, competitive linking, longest com-
mon subsequence ratio.

1 Introduction

In the present paper, we describe a novel approach for
automatic translation lexicon extraction from a paral-
lel sentence-aligned corpus, trying to induce meaning-
ful linguistic units — pairs of words or phrases — that
could potentially be included as entries in a bilingual
dictionary.

The method is relatively language-pair indepen-
dent'; it does not require sophisticated linguistic anal-
ysis, which makes it particularly suitable for languages
with scarce resources, for which using large corpora re-
flecting contemporary language usage is the ultimate
way to go.

I Given a pair of languages, the method only requires a paral-
lel sentence-aligned corpus for that pair as well as language-
specific lists of stopwords for the two languages.

Here we apply it to a pair of closely-related South-
Slavonic languages — Bulgarian and Macedonian —
which is of particular interest for a variety of reasons:
historical, political, and linguistic?.

The remainder of the paper is organised as follows:
Section 2 introduces the method giving a detailed de-
scription of its five steps, section 3 describes the ex-
periments and presents the results of the evaluation,
section 4 points to some related work, and section 5
concludes with possible directions for future work.

2 Method

In our approach, the process of construction of a bilin-
gual lexicon consists of the following five steps:

1. Cognate extraction.

2. Word alignments.

3. Phrases extraction.

4. Statistical phrase filtering.
5. Linguistic phrase filtering.

Each step is explained in detail below.

2.1 Step 1: Cognate Extraction

Since our training corpus is relatively small, we ex-
tracted and used potential cognates in order to bias
the training of the IBM word alignment models (see
below).

Traditional linguistics defines cognates as words de-
rived from a common root [4]. Following previous

2 There is a heated linguistic (and political) debate about
whether Macedonian represents a separate language or is a
regional literary form of Bulgarian. Since no clear criteria
for distinguishing a dialect from a language exist, linguists
remain divided on that issue.



researchers in computational linguistics [3, 14, 16],
we adopt a simplified definition, which ignores origin,
defining cognates as words in different languages that
are translations and have a similar orthography.

Following Melamed’95 [15], we measure the ortho-
graphic similarity using longest common subsequence
ratio (LCSR), which is defined as follows:

|LCS(51,52)|
max([s1],]s2])

LCSR(Sl, 82) =
where LCS(s1, s2) refers to the longest common subse-
quence of s; and sg, and |s| is the length of s.

Consider for example the Bulgarian b. xazapma and
its Macedonian translation m. xacapra (mil. ‘bar-
racks’). We have:

LCS(kasapma, Kacapra) = Kaapa
and therefore:
LCSR(ka3apma, kacapra) = 5/7

Following Nakov & al.’07 [18], we use the LCSR sim-
ilarity measures in combination with competitive link-
ing [17] in order to extract potential cognates from
our parallel sentence-aligned Bulgarian-Macedonian
corpus. Competitive linking assumes that given a
source Bulgarian sentence and its Macedonian trans-
lation, each source word is either translated with a
single target word or is not translated at all. Given
a sentence pair, the similarity is calculated for all
Bulgarian-Macedonian word pairs®, which induces a
fully-connected weighted bipartite graph. Then a
greedy approximation to the maximum weighted bi-
partite matching in that graph is extracted as fol-
lows: First, the most similar pair of unaligned words
is aligned and both words are discarded from further
consideration. Then the next most similar pair of un-
aligned words is aligned and the two words are dis-
carded, and so forth. The process is repeated until
there are no unaligned words left or until the max-
imal word pair similarity falls below a pre-specified
threshold 6 (0 < 6 < 1), which could leave some words
unaligned®. As a result we end up with a list C' of po-
tential cognate pairs. Table 1 shows sample cognates
extracted using the described method.

2.2 Step 2: Word Alignments

Following [2, 13, 18] we filter out the duplicates from
the list of cognates C, and we add the remaining cog-
nate pairs twice as additional “sentence” pairs to the
bilingual sentence-aligned corps in order to bias the
subsequent training of the IBM word alignment mod-
els. This technique has been shown to improve the
alignment quality for another pair of closely related
Slavonic languages: Bulgarian-Russian [18].

We use IBM model 4 [5] to generate two word-
level alignments for this augmented corpus. The IBM
word alignment models assume that each source word

3 Due to their special distribution, stopwords and short words
(one or two letters) are not used in competitive linking.

4 In our experiments, we use the value § = 0.58, which has been
suggested by Kondraké&al.’03 [13] after multiple experiments
with ten European languages from the Europarl corpus [10].

Bulgarian Macedonian English LCSR
KOH(JIUKT KOH(JIUKT conflict 1.0
KHUTU KHUTU books 1.0
PEYHUK PEYHUK dictionary 1.0
crapa crapa old 1.0
aBTOP aBTOD author 1.0
TEPOPU3BM Tepopu3aM terrorism 0.89
IbLp:KaBa ApXKaBa state 0.86
TakaBa TaKBa such (fem.) 0.83
BOEHHO BOEHO military 0.83
UCTOPUYECKU  UCTOPUCKU historical 0.82
Baakanure Bankanort the Balkans  0.78
OTXBLPJIAT oTdpart they reject 0.78
CBAT CBeT world 0.75
OJyaKBaxa O4YeKyBaa they expected 0.75
IOKa3BaT nokaskyBaaTr  they show 0.70
MUCJIISA MUCJIaM I think 0.67
UCKAT cakaaT they want 0.67
pa3pemniaBaHe pellaBame solution 0.64

Table 1: Sample cognates. FExtracted on step 1
using LCSR and competitive linking.

is connected to exactly one target word; the case of
source words with no translation is handled by as-
suming an initial null word in the target sentence to
which they are connected. Therefore, the IBM models
are directed M:1 models. In order to generate undi-
rected M:M word-level alignments, we first generate
two directed alignments, Bulgarian—Macedonian and
Macedonian—Bulgarian, and we subsequently sym-
metrize them using the interect+grow heuristic de-
scribed in [20], which starts with the intersection of
the two alignments and then explores the space be-
tween the intersection and the union. The resulting
M:M word-level alignments are subsequently used for
phrases extraction, as described below.

In fact, the word alignments themselves can and
have been widely used for automatic word-level trans-
lation lexicon extraction. For example, the word links
in the intersection of the two directed alignments
are typically over 95% correct. Therefore, using the
word-level lexical probabilities and suitable thresholds,
very accurate word-level translation lexicons can be
extracted. However, it is not that easy to extract
high-quality phrase-level translation lexicons with a
dictionary-like quality.

2.3 Step 3: Phrases Extraction

The above-descried word-level alignments are used to
extract phrase-level translations pairs with the align-
ment template approach of Koehn&al.’03 [12]. The
approach extracts pairs of contiguous pieces of text,
called phrases, which do not necessarily represent lin-
guistic units. Given a sentence pair, the phrases are
required to be consistent with the word-level align-
ments in that sentence pair in the sense that the words
from the source phrase should only be word-aligned
to words from the target phrase, and vice versa, the
words from the target phrase should be word-aligned
to words from the source phrase only. In addition, un-
like the IBM word alignment models, empty phrases



are not allowed. All phrases meeting these constraints
from all sentences are extracted, with an additional
limitation on the maximum phrase length®. The ex-
tracted phrase pairs are then scored and the follow-
ing conditional probabilities are calculated for each
Bulgarian-Macedonian pair (b, m):

e forward phrase translation probability: Pr(m|b);
e reverse phrase translation probability: Pr(b|m);

In the process of evaluation, we use the minimum
of these conditional probabilities as a measure of the
phrase pair quality.

2.4 Step 4: Statistical Phrase Filtering

While the above-described translation table produced
with the alignment template approach is the backbone
of the state-of-the-art phrase-based statistical machine
translation model [9], it contains a lot of noise. This
is especially true for the low probability phrase pairs.
However, it is not easy to filter the phrase table; the
most obvious approaches negatively affect the machine
translation quality, which is an indication that many
useful phrase pairs are lost in the filtering process.

A notable exception is a recent method described by
Johnson&al.’07 [8]. Using Fisher’s exact test [1] and a
natural threshold (which excludes all pairs of phrases
such that both the source and the target phrases oc-
cur exactly once in the parallel corpus), they are able
to reduce the size of the phrase table by about 90%
without adversely affecting the translation quality as
measured by BLEU score [21] in some cases even a small
improvement in BLEU is reported.

Indeed, a quick scan through the filtered phrase ta-
ble reveals that it looks much better than the original
one. In our experiments, we have found that this fil-
tered table is a better source for automatic lexicon
extraction than the original table.

2.5 Step 5: Linguistic Phrase Filtering

We filter out any phrase containing digits or punctua-
tion symbols, allowing for a dash “-” inside the phrase,
but not at the beginning or at the end. For exam-
ple, we filter out phrases like b./m. “10 pespyapu’
(‘February 10°), or b./m. “aubepas -” (‘liberal -’), or
b./m. “ waenru” (‘- members', which is part of b./m.
“empanu-unenku”, ie. ‘member states’). However,
we keep the Macedonian phrases m. “6yeapcruom
samenur-npemuep” (‘the Bulgarian vice-premier’) or
m. “anmu-xopynyucxa xomucuja” (‘anti-corruption
commission’), where the dash is inside the phrase.

We also filter out any phrase starting or ending with
a stopword (e.g. 2u, 20, da, do, 3a, Ha, 1o, NPeOD, ce, co,
we, etc.), but we allow for stopwords inside the phrases.
For example, we filter out phrases like m. “paszosopu
co” (‘talks with’), or b. “na Bsaeapus” (‘of Bulgaria’),
but we keep b. “xomucus za 6opba c xopynyusma’
(‘anti-corruption commission’), where the stopword za
is inside the phrase.

The investigation of the lexical features and the syn-
tactic structure of the remaining phrase pairs revealed

5 We use a maximum phrase length of seven in our experiments.

that some extra filtering might be needed in order to
achieve perfect results. While in many cases the pro-
cess could be automated, in some other cases linguistic
analysis would be required, and the boundary between
the two is quite fuzzy.

Sample phrases: both correct and wrong can be seen
in Table 4.

3 Experiments and Evaluation

3.1 Resources

In our experiments, we make use of a Bulgarian-
Macedonian bilingual corpus, consisting of 16,744
aligned sentence pairs: a total of 383,615 Bulgarian
and 401,327 Macedonian word tokens. The corpus
is part of the multilingual Balkan South-FEast Cor-
pus [22], created at the Linguistic Modeling Depart-
ment of the Institute for Parallel Processing, Bulgarian
Academy of Sciences and has been sentence-aligned
using the specialised aligner LORA (Language Ob-
jects Raw Analyzer); see the description in [22] for
details. The corpus contains parallel news in nine
languages, (Albanian, Bulgarian, Croatian, English,
Greek, Macedonian, Romanian, Serbian and Turkish)
from Southeast European Times®; it is both struc-
turally simple and lexically rich, which makes it perfect
for the purpose of automatic lexicon extraction.

3.2 Experiments

In our experiments, we applied the five steps of our
method to the above sentence-aligned corpus. The
cognate extraction step 1, yielded a total of 26,326
distinct cognate pairs. On step 2, we appended them
to the corpus twice, and we constructed word align-
ments using this augmented corpus and IBM model
4. On step 3, we used these word alignments and
the alignment template approach in order to extract
phrase pairs of length up to seven, obtaining a total of
1,317,635 phrase pairs. The statistical filtering on step
4 reduced this number by about 90% to 137,636. The
automatic linguistic filtering on step 5 further reduced
the phrase table size to 44,327 phrase pairs.

3.3 Evaluation
3.3.1 Phrase Subgroups

For each of the 44,327 extracted phrase pairs, we cal-
culate a measure of the quality of that phrase, as the
minimum of the two conditional probabilities Pr(m|b)
and Pr(blm). For the purpose of evaluation, we di-
vided the phrases into ten equal intervals according to
this measure, and we evaluated the best five of them:
[0.5;0.6], (0.6;0.7], (0.7;0.8], (0.8;0.9] and (0.9;1.0].
This reduced the total number of phrases we included
in our manual evaluation” to 16,851.

Since our phrases are of length up to seven, we take
into account the phrase length in the manual evalu-
ation and linguistic analysis. We further divide the

6 http://www.setimes.com

7 Our observation is that most of the remaining phrases that
we did not include in the manual evaluation, are good as well,
e.g. the ones of score 0.05 or more.



phrase pairs into two independent sets: word-to-word
translation pairs and multi-word-to-multi-word trans-
lation pairs.

3.3.2 Named Entities

News texts are rich in named entities (NEs), which
represent an essential part of the information content
of the document. This well-known fact has been con-
firmed by the high percentage, about 40%, of phrases
containing NEs in the analysed phrase pairs: see Table
2 for the word-to-word phrase pairs and Figure 1) for
the multi-word phrase pairs.

We decided to exclude the NEs from the final evalu-
ations, since, being dynamic lexical elements, they are
very unlikely to be of interest as dictionary units.

3.3.3 Coordinated Phrases

As we said above, the linguistic filtering on step 5
allows for stopwords inside the phrases (but not at
phrase beginning or ending). In particular, it allows
for phrases containing coordinating conjunctions like
b./m. u (‘and’), b./m. uau (‘or’), etc. Since a coordi-
nating conjunction joins two linguistic units, it cannot
appear in an initial or in a final position in a legitimate
phrase; therefore, we have filtered out all such phrases
on step 5 of the algorithm. The phrase-internal coor-
dinating conjunctions however, pose a particular chal-
lenge: in some cases they coordinate two independent
linguistic units, while in other cases the resulting unit
represents an entity with a strong cohesion between its
parts, which makes it a non-breakable unit, e.g.

e Justice and Development Party: b. Ilapmus 3a
cnpasedaueocm u pazeumue, and m. Iapmus
A NPGEOAMa U PA3BOJOM;

e Central and Eastern Europe: b. I[enmpaana u
Usmouna FEepona, and m. Iewmpaana u Hc-
mouna Fepona;

e Bosnia and Herzegovina: b./m. Locha u Xepuye-
208UHQ.

In our investigation, we found that such cases are
relatively rare and therefore we removed all phrases
with a coordinating conjunction from the evaluation
set. This eliminates many problems with incomplete
phrases, e.g. extracting b. Iewmpaana u Hzmouna
instead of b. IHewmpaana u Uszmouna Eepona. In
future experiments, we will perform this filtering as
part of step 5 of our algorithm.

3.3.4 Word-to-Word Translation Pairs

In our evaluation, we analyse the word-to-word
and the phrase-to-phrase translation pairs separately,
which reflects the fact that multi-word phrase pairs
can be bad not only because of wrong translation, but
also because of wrong phrase boundaries. Therefore,
while for multi-word phrases we assess both the trans-
lation precision and the extraction precision, for word-
to-word pairs we analyse the translation precision only.

As can be seen in Table 2, our analysis shows that
40,85% of the word-to-word pairs (i.e. 2,955 out of all

7,235) are named entities, and therefore were excluded
from the translation quality evaluation. The remain-
ing 4,280 word-to-word pairs represent correct trans-
lations in 99,30% of the cases, as can be seen in Table
3. We believe this high percentage, which is close to
the quality of the human translations, is due to two
complementary reasons: the reliability of the method
and the lexical closeness between the languages.

Interval Total NEs non-NEs % NEs
(0.9; 1.0 3,614 1,680 1,934 46.49%
(0.8; 0.9 307 189 118 61.56%
(0.7;0.8 833 393 440 47.18%
(0.6;0.7 1,575 520 1,055 33.02%
[0.5;0.6 906 173 733 19.09%
Overall 7,235 2,955 4,280 40.84%

Table 2: NEs proportion for the word-to-word
pairs. Number and proportion of named entities in
the extracted phrases, shown by interval.

Interval non-NEs corr. wrong P%
(0.9;1.0 1,934 1916 18 99.07%
(0.8;0.9 118 116 2 98.31%
(0.7;0.8 440 437 3 99.32%
(0.6;0.7 1,055 1,051 4 99.62%
[0.5;0.6 733 730 3 99.59%
Overal 4,280 4,250 30 99.30%

Table 3: Non-NEs translation precision for the
word-to-word pairs. Number of correct and wrong
translations for non-NFEs, and translation precision in
%, shown by interval.

The analysis of the incorrect translations shows that
they stem primarily from lexical gaps and syntactic
transformations where a word is translated with a
phrase or vice versa. As a result, in some cases a
word could be wrongly paired with part of its true
phrasal translation (e.g. just one word from the target
phrase). For example, there is no corresponding verb
in Bulgarian for the Macedonian verb xamenyeam (‘to
throw stones’), which is therefore translated by a ver-
bal phrase: b. zamepsam ¢ xamswu. This causes the
generation of a wrong word-to-word translation pair:
m. Kamenysam — b. samepsam.

Similarly, the corresponding metaphorical expres-
sions m. noxauyeam memnepamypume (lit. ‘to rise
the temperatures’) and b. pasnaseam cmpacmume (lit.
‘to inflame passion’), give rise to the following wrong
word-to-word pair: m. noxauwyeam — b. pasnasgam.

The semantic transformation with negation shifting
gives the paradox pair m. adpaso — b. neszdpaso, i.e.
‘healthy’ — ‘unhealthy’, for the phrases m. we e adpaso
(‘(it) is not healthy’) and b. e wesdpaso (‘(it) is un-
healthy’) .

3.3.5 Multi-word Translation Pairs

We evaluate the multi-word phrases (word length 2-7)
according to the following two criteria:



e extraction precision;
e translation precision.

The former criterion is syntactic and checks the
structural completeness of the phrase, while the lat-
ter is semantic and checks whether the Bulgarian-
Macedonian phrase pair represents a correct transla-
tion pair.

It is easy to see that the former does not auto-
matically imply the latter. Consider for example
the English-Bulgarian phrase pair e. the shadow of
your smile and b. memrurama Ha meosma YcMuexa
(‘the darkness of your smile’). While this could be a
correct extraction, it is not a correct translation, since
the shadow is translated with msmnurnama (‘the dark-
ness’).

It is also possible to have a correct translation, with-
out a correct extraction. For example, b. koaruyus na
mecmmo (‘coalition on a local’) and m. xoasuyuja na
aokaano are incorrectly extracted parts of b. xoaau-
yusg wa mecmmno nugo (‘coalition on a local level’) and
m. KOQAUUUJA HA AOKAAHO HUEO.

2500
2222

2096
2000 +—
1500 — 1351
1000 — —
500 +— —

221
0 T T T
Phrases with  Coordinated Complete Incomplete
NEs phrases phrases phrases

Fig. 1: Multi-word phrases. Distribution of NEs,
coordinated phrases, complete and incomplete phrases
in the multi-word phrases: length between two and
seven words.
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Fig. 2: Complete and incomplete multi-word
phrases. Distribution of the four combinations of val-
ues of extraction and translation correctness: correctly
extracted (CE), correctly translated (CT), wrongly

extracted (WE) and wrongly translated (WT).

As Table 2 shows, 221 of the total 5,890 multi-word
phrases (3.75%) contain a coordinating conjunction.

As we said in section 3.3.2 above, we have excluded
all such phrases from the manual evaluation. Table 2
also shows that 2,096 of the 5,890 multi-word phrase
pairs (39.34%) contain an NE. As for the word-to-word
translation pairs (see section 3.3.4), we removed these
phrases as well. This left us with a total of 3,573
phrase pairs with scores in the interval [0.5;1.0] to
evaluate. As Figure 2 shows, 62,52% of them (i.e.
2,234 out of 3,573, see the CE-CT group on Figure
2) are both correctly extracted and correctly trans-
lated, while another 37,06% (i.e. 1,324 out of 3,573,
see the WE-CT group on Figure 2) are partially ex-
tracted, but still correctly translated. The phrase pairs
from the latter group (WE-CT) would have met the
requirements for a correct translation if the objective
was translation-oriented, but they cannot be treated
as dictionary units. Nevertheless, the overall quality
of the extracted phrases is very high.

Interestingly, we have no cases of correct extraction,
but wrong translation (CE-WT group on Figure 2),
which is partially due to the minimum score of 0.5 we
impose, and to the good overall quality of the human
translations of the text in the original corpus.

Finally, only 0.42% of the phrase pairs (i.e. 15
out of 3,573, see the WE-WT group on Figure 2) are
both wrongly extracted and wrongly translated, which
means that the overall translation quality is very high.

Table 4 shows sample example phrase pairs of the
categories CE-CT, WE-CT and WE-WT with trans-
lations into English.

4 Related Work

Many researchers have exploited the intuition that
words in two different languages with similar or identi-
cal spelling are likely to be translations of each other.

Al-Onaizan&al.’99 [2] create improved Czech-
English word alignments using probable cognates ex-
tracted with one of the variations of LCSR [15] de-
scribed in [26]. They tried to constrain the co-
occurrences, to seed the parameters of IBM model 1,
but their best results were achieved by simply adding
the cognates to the training corpus as additional “sen-
tences”. Using a variation of that technique, Kon-
draké&al.’03 [13] demonstrated improved translation
quality for nine European languages.

Nakov&al.’07 [18] propose a method for achieving
improved word alignments using the Web as a corpus,
a glossary of known word translations (dynamically
augmented from the Web using bootstrapping), the
vector space model, linguistically motivated weighted
minimum edit distance, competitive linking, and the
IBM models. Evaluation results on a Bulgarian-
Russian corpus show a sizable improvement both in
word alignment and in translation quality.

Koehn&Knight’02 [11] describe several techniques
for inducing translation lexicons. Starting with unre-
lated German and English corpora, they look for (1)
identical words, (2) cognates, (3) words with similar
frequencies, (4) words with similar meanings, and (5)
words with similar contexts. This is a bootstrapping
process, where new translation pairs are added to the
lexicon at each iteration. The method generates word-
level correspondences only.



Rapp [23] describes a correlation between the co-
occurrences of words that are translations of each
other. In particular, he shows that if in a text in one
language two words A and B co-occur more often than
expected by chance, then in a text in another language
the translations of A and B are also likely to co-occur
frequently. In later work on the same problem, Rapp
[24] represents the context of the target word with four
vectors: one for the words immediately preceding the
target, another one for the ones immediately following
the target, and two more for the words one more word
before/after the target.

Fung and Yee [7] extract word-level translations
from non-parallel corpora. They count the number of
sentence-level co-occurrences of the target word with
a fixed set of “seed” words in order to rank the candi-
dates in a vector-space model using different similarity
measures, after normalisation and TF.IDF-weighting
[25]. The process starts with a small initial set of
seed words, which are dynamically augmented as new
translation pairs are identified.

Diab & Finch [6] propose a statistical word-level
translation model for comparable corpora, which finds
a cross-linguistic mapping between the words in the
two corpora such that the source language word-level
co-occurrences are preserved as closely as possible.

5 Conclusions and Future Work

We have proposed a novel approach for automatic
translation lexicon extraction from parallel sentence-
aligned bilingual corpora, trying to induce meaningful
linguistic units (pairs of words or phrases) that could
potentially be included as entries in a bilingual dictio-
nary. We have carefully evaluated the method, thus
demonstrating its potential for two very closely-related
South-Slavonic languages: Bulgarian and Macedonian.
Starting with a parallel sentence-aligned corpus of
about 400,000 words for each language, we have built
a set of translation pairs consisting of 4,250 word-to-
word correspondences (which could be reduced further
to approximately 3,850 lemmata) and 3,529 multi-
word-to-multi-word correspondences (62.4% of them
could be directly included as entries in a dictionary or
in a glossary).

The obtained results and the potential further devel-
opment of the method represent a solid basis for the
creation of corpus based bilingual dictionaries, vari-
ous lexicographical collections, comparative research
and typological investigations, statistic measurement
of lexical closeness between languages and various
multi-lingual applications.

We plan to further improve the method by incorpo-
rating named entity recognition, part-of-speech tag-
ging and shallow parsing in the phrase extraction pro-
cess, which should help to reduce the problems with
partial extractions and coordinations. We would also
like to try more sophisticated cognate recognition ap-
proaches, e.g. the ones described in [18] and [19]. Fi-
nally, we plan to try the method for other Balkan lan-
guage pairs from the Balkan South-East Corpus [22].
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