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Abstract. Experiments in automatic analysis of free texts in Bulgarian hospital 
discharge letters are presented. Natural Language Processing (NLP) has been 
applied to medical texts since decades but high-quality results have been dem-
onstrated only recently. The progress in automatic text analysis opens new di-
rections for secondary use of Electronic Health Records (EHR). It enables also 
the design and development of software systems which provide better patient 
access to his/her health records as well as better maintenance of large EHR arc-
hives. We report about successful extraction of important patient-related entities 
from hospital EHR texts and consider several scenarios for application of NLP 
modules in healthcare software systems. 
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1 Introduction 

The performance of automatic text analysis gradually improves during the last dec-
ades but these systems are still rarely used outside the research groups where they 
have been developed [1]. There are several reasons for the slow penetration of the 
NLP technologies into practical settings: (i) developing high-quality NLP is very 
expensive as it requires much effort for collection of relevant language resources as 
well as for the design and implementation of software that might process various for-
mats and styles of texts. Moreover, the medical domain is very large and the initial 
investments for the development of convincing NLP demonstrators are huge; (ii) the 
exploitation of NLP modules requires constant effort for supporting lexicon updates 
and tuning the systems to new linguistic constructions and text types; (iii) it is well 
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known that the technology works with high accuracy but not 100%; therefore some 
results might be erroneous and misleading. 

On the other hand, the quick adoption of EHR worldwide implies constant growth 
of electronic narratives discussing patient-related information. Actually the most im-
portant findings about the patients are kept as free texts in various documents and 
languages. These text descriptions are oriented to human readers but the computers 
might process them for statistical analysis, research purposes, obtaining data to  
support decision making and health management etc. In this way the so called Infor-
mation Extraction (IE) becomes the dominating paradigm of NLP application to bio-
medical texts. The main IE idea is to extract automatically important entities from 
free texts, with accuracy as high as possible, and to build software systems operating 
on these entities (skipping the non-analysed text fragments). NLP in general is viewed 
as a rather complex Artificial Intelligence task so IE is proposed as a technology at 
the middle between keyword search and deep text analysis; it focuses on surface 
linguistic phenomena that can be recognised without deep inference. It is expected 
that IE progress would enable radical improvements in the clinical decision support, 
biomedical research and the healthcare in general [2]. 

This chapter is structured as follows. Section 2 briefly reviews related work and 
presents state-of-the-art figures about IE accuracy for various medical entities. Sec-
tion 3 discusses the particularities of Bulgarian hospital discharge letters and over-
views the IE components that have been developed during the last 3 years. Section 4 
sketches potential applications of the IE prototypes and their extensions. Section 5 
contains the conclusion. 

2 Related Work 

We consider quite briefly some state-of-the-art IE results for English clinical texts. 
The IE performance is measured by precision (the percentage of correctly extracted 
entities among all recognized entities in the test set), recall (the percentage of correct-
ly extracted entities among all available entities in the test set) and the harmonic mean 
f-score=2*Precision*Recall/(Precision+Recall). Below we refer to these performance 
indicators in order to present the background results and the context where we devel-
op our IE prototypes for Bulgarian language. 

Recent systems for extraction of drug treatment achieve accuracy higher than 90%: 
f-score: for instance, 91.40% for drug name and 94.91% for dosage [3]; or f-score 
89.9% for drug name and 93.6% for dosage [4]. The system MedEx extracts 
medication events with f-score 93.2% for drug names, 94.5% for dosage, 93.9% for 
route, and 96% for frequency [5]. 

The automatic assignment of ICD codes to diagnoses achieves 89.08% accuracy 
[6]. The three top systems in the coding competition presented in [6] processed the  
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negation, hypernyms and synonyms in some way and exploited the semantic network 
of UMLS [7]. 

Patient status data are also recognized with high precision and recall. This is due to 
the fact that the IE systems can be carefully trained to identify relatively small sets of 
predefined words. For instance, the patient smoking status is classified into 5 catego-
ries by selecting sentences which contain the relevant information with f-score 
92.64% [8]. 

Research on temporal IE from clinical texts is a relatively recent activity in medical 
informatics [9]. Temporal IE systems perform reasoning on temporal clinical data for 
therapeutic assessments; summarize data from temporal clinical databases, and model 
uncertainty in clinical knowledge and data [10]. Having in mind the complexity of the 
temporal IE tasks, some leading groups in biomedical NLP develop annotation 
schemes in order to unify the efforts for creation of training corpora which are tagged 
with temporal markers [11]. 

3 IE from Bulgarian Hospital Discharge Letters 

Our experiments were performed on 6,200 discharge letters of patients with endocrine 
and metabolic diseases. The patient records have been anonymised in the USHATE 
hospital when exporting them to files for research purposes [12]. 

3.1 Material 

Discharge letters in Bulgarian hospitals traditionally contain predefined sections due 
to centralised regulations which date back to the middle of the last century. Some-
times the sections might be merged, skipped (when they are empty), their headers and 
the default section sequence might be changed. However, practically the most impor-
tant sections are always included in the discharge letters: the sections Diagnoses, 
Anamnesis, Patient Status, Lab data & clinical tests and Debate are available in 100% 
of the letters in a training corpus of 1,300 EHR; the section Past diseases is available 
in 88.52% of the letters in the same corpus while the Family Medical History and 
Allergies & risk factors are included correspondingly in 52,22% and 43,56% of the 
EHRs. Using a preliminary prepared list of section headers (about 80 keywords and 
phrases), most available sections can be automatically recognised with accuracy 
99,99%. This enables a precise splitting of the record texts into subsections. We note 
that structured discharge letters are relatively rare in the healthcare practice world-
wide as this requires a long and stable centralized administrative tradition in the prep-
aration of medical documentation. 

Another interesting fact concerns the wordforms used in the Bulgarian discharge 
letters. Table 1 shows some statistics about occurrences of Bulgarian and Latin words 
and terms. It turns out that 37% of all words in the discharge letters are 'unknown' as  
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they are Latin. About one half of the Bulgarian words are general lexica while many 
specific medical terms are not available in the usual (electronic) dictionaries. These 
figures illustrate the claims that high-quality NLP requires much effort for the devel-
opment of extensive linguistic resources. Our only electronic resource with Bulgarian 
medical terms is the International Classification of Diseases (ICD-10) which contains 
10970 terms. 

Table 1. Distribution of words in the texts of 6,200 discharge letters 

Terms and words Wordforms Basic words Basic words / total 

Bulgarian terms 601233 12009 63% 
Latin with Latin alphabet 18926 560 3% 
Latin terms transliterated 
to Cyrillic alphabet 

179589 6465 34% 

Total 799748 19034 100% 

 
The free texts of patient records in our training corpus contain telegraphic phrasal 

descriptions and incomplete sentences, which excludes the application of deeper syn-
tactic analysis and traditional NLP techniques in general. Therefore, in our IE expe-
riments, we extract some important patient-related entities only and integrate them 
into more complex scenarios for decision making and structuring patient history. 

3.2 Methods 

We have developed several extracting modules for various clinical entities in two 
research projects. Figure 1 illustrates the types of patient-related entities that are ex-
tracted at present: diagnoses, drugs, entities from the Anamnesis section, patient sta-
tus attributes as well as values of clinical test and lab data.  

In the project PSIP (Patient Safety through Intelligent Procedures in medication, 
2010-2011, PSIP FP7 ICT eHealth: http://www.psip-project.eu) our team extracted (i) 
drugs, (ii) diagnoses and (iii) values of clinical tests from USHATE hospital EHRs in 
order to fill in a PSIP-compliant repository and to validate the PSIP rules for Adverse 
Drug Events (see the bottom interface (d) on Fig 1). Most data items were available in 
the Hospital Information System (HIS) of USHATE and these items were sent to the 
PSIP repository directly by the HIS. But USHATE is a specialised hospital which 
treats endocrine diseases and their complications; thus drugs for accompanying and 
chronic diseases are often brought in by the patient and taken without records in the 
HIS. In this way it turned out that a considerable amount of the necessary data is pre-
sented only in the free text of the hospital discharge letters. Therefore we have im-
plemented the following IE prototypes which process discharge letters that are split 
into sections [13]: 
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Fig. 1. Extraction of important patient-related entities for supporting clinical decision making 
and structuring patient histories 
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(a) Extractor of treatment events, based on ATC1 codes: the extraction works in 
several steps, starting by preprocessing which identifies phrases containing drug 
names, dosages, mode of admission and frequency within their contexts. Some 
160,892 occurrences of drug names were automatically recognised in the texts of 
6,200 EHRs. The extractor assigns the corresponding ATC code to each medication 
event. It takes into account negative statements, some elliptical constructions, typical 
conjunctive phrases, and makes simple inferences concerning temporal constraints. 
The extraction accuracy (f-score) for drug names is 98.42% and for dose - 93.85% 
[14]. In general the EHR texts might discuss past, present and future medication 
events but it is important to allocate the treatment which is relevant for the hospitali-
sation period. The extractor achieved f-score of 90,17% for the recognition in the 
Anamnesis texts of 355 drugs, taken by the patients during the period of hospitalisa-
tion, which are not prescribed via the Hospital Pharmacy [15]. This extractor was on-
line integrated in the HIS during the PSIP validation in USHATE, see interface (a) on 
Fig. 1. 

(b) Extractor for assignment of ICD-10 codes of diagnoses. Bulgarian hospitals 
are reimbursed by the National Insurance Fund via the 'clinical pathways' scheme. 
When a patient is hospitalised, medical experts might select from the HIS menu one 
diagnosis which is sufficient for the association of the desired clinical pathway to the 
respective patient. Thus most diseases are not formally diagnosed and they are entered 
in the EHR section Diagnoses as free text. We have developed an extractor which 
matches the phrases, listed in the Diagnoses section, to disease names as given in 
ICD-10 nomenclature [16], see interface (b) on Fig. 1. This extractor processes Bulga-
rian and Latin terms including Latin terms transliterated to Cyrillic. The major chal-
lenge in automatic encoding is that the correspondence between the EHR diagnoses 
and ICD-10 names/codes is not a one to one correspondence. There is a variety of 
linguistic expressions which might refer to the same diagnosis and one expression 
might refer to many diagnoses. For 6,200 EHRs, some 26,826 phrases were found in 
the Diagnoses sections; the extractor assigns correctly ICD-10 codes to 84,5% of 
them. 

(c) Extractor of values of clinical tests and lab data. When a patient is examined 
in USHATE, the lab data are entered to the EHR via the HIS. However there are a 
number of tests made outside the hospital and their results need to be extracted from 
the free text of Lab data & clinical tests sections (see interface (c) on Fig. 1.). This 
extractor works with precision of 98,2%. 

The research project EVTIMA2 (Efficient Search of Conceptual Patterns with Ap-
plication in Medical Informatics) deals with IE and structuring of patient descriptions 
in order to build an internal conceptual representation which enables quick search of 
repeating patterns in diabetes development. Initially we considered the status descrip-
tions as they are narrated in the Patient Status sections [17]. Skin status is extracted 
with f-score 83.33%, neck status – with f-score 91.67%, thyroid gland status – with f-
score 92.59%, and limb status – with f-score 89.01%. Age descriptions are extracted 

                                                           
1  Anatomical Therapeutic Chemical (ATC) Classification System,  
http://atc.thedrugsinfo.com/ 

2  Funded by the National Science Fund in Jan. 2009-June 2012, see  
http://www.lml.bas.bg/evtima 
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from anonymised EHRs with f-score 89.44%. Status extraction needs explicitly-
declared domain knowledge which supports the IE algorithms by providing con-
straints and inference mechanisms. A panel capturing the structured patient status is 
shown on Fig. 2 interface (a) on the top. 

 

Fig. 2. Extraction of structured patient history 

Our recent research is focused on automatic construction of temporal event se-
quences from the Anamnesis sections. We have developed a conceptual model of 
episodes that happen or occur to the patient; the description of these episodes is sum-
marised in the Anamnesis section. When a diabetic patient is hospitallised, the medi-
cal experts briefly document the timeline of diabetes progression and the major events 
in the patient history. Starting with the moment of assigning the principal diagnose 
and following the complications, they summarise the drugs and procedures that were 
applied along the years. Episodes have beginning and end (sometimes without clearly 
defined time moments) and can be recognised after identification of about 80 types of 
temporal markers (prepositional and adverbial phrases). About 83.36% of the 
temporal markers refer to explicitly specified moments of time and can be seen as 
absolute references [18]. The remaining markers express relative or undetermined 
references. The markers are identified with precision 87% and recall 68%. The 
direction of time for the episode events: backwards or forward (with respect to certain 
moment orienting the episode) is recognised with precision 74.4%. The events hap-
pening within the episodes include (i) drug admission, (ii) diagnosing a disease or 
complication and (iii) changes of the patient condition or status. The extractors for 
drugs and diagnoses are integrated into the episode structuring. Identifying diabetes 
symptoms and conditions in free text is uneasy task as no 'canonical forms' exist in 
any dictionary for the related phrases and paraphrases. Therefore the currently devel-
oped extractor achieves lower precision. For instance, blood sugar level and body 
weight change are identified with f-score 60-96% in the separate processing phases 
[19]. Fig. 2 (b) on the left displays temporal splitting of patient history into episodes. 
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4 Potential Applications of the IE Prototypes 

The results presented in section 3 were obtained in research projects but they expli-
cate some specific particularities of the contemporary medico-administrative practice 
in Bulgaria. Having analysed the texts of only 6,200 discharge letters, we see for in-
stance that: 

(i) Diagnoses are not fully encoded in the HIS. There are 9,321 diagnoses registered 
in the HIS for the 6,200 EHRs in the test corpus while our extractor found in the 
texts 22,667 phrases to which ICD-10 codes were assigned; 

(ii) Drugs are not fully encoded in the hospital pharmacy. According to the HIS 
entries, there are in average 1,9 drugs per patient, while our drug extractor found 
in average 5,9 drug names related to the period of hospitalization. The patients in 
USHATE took some 355 drugs which they brought to the hospital privately 
(while the hospital pharmacy of USHATE operated with 1182 drugs during the 
period of our experiments); 

(iii) Many clinical tests are done outside the hospital, e.g. the hormonal ones, and 
their results are manually retyped in the corresponding discharge letters; thus the 
test results can be analysed only by human readers. 

These examples show that the NLP extractors, when run over statistically-significant 
data excerpts, would enable important observations that are impossible at present; for 
instance the diagnose and drug extractors would enable to quickly construct diagnos-
tically-related homogeneous groups for patients who need to be treated in a similar 
way. Definition of such groups would facilitate the optimisation of the drug treatment 
and reimbursement of costs. In this way NLP supports secondary use of the EHR data 
since it enables quick production of large data resources that might be extracted from 
millions of patient-related texts. 

Regarding the potentially erroneous NLP results, we note that human data process-
ing is not perfect as well. For instance the manual encoding of ICD-10 diagnoses 
might be erroneous too; [20] reports about 48-49% errors of human coders during the 
first year of their practice which decrease to 7% errors when the coding experts gain 
experience. These figures show that the results of our extractor, which assigns ICD-10 
codes to diagnoses with accuracy of 84.5%, are within the margins of the usual cor-
rectness that is achieved in complex medical tasks as diagnose encoding. 

Another direction of potential NLP application is to support the patients when they 
access their EHR data. The European Commission recommends that the patients 
should be able to inspect (part of) the content of their EHRs. Having in mind the Bul-
garian tradition to use Latin terms both in Latin and Cyrillic alphabets, the first possi-
ble application is to ensure automatic translation of the diagnose terms to Bulgarian 
disease names (we have shown that there are 37% Latin terms in the EHR texts). In 
this way NLP might provide the 'normalisation' of the text and facilitate the active 
participation of the patients in their treatment. Last but not least NLP might support 
also the patient inclusion in the monitoring of his/her treatment by generation of 
alerts, explanations and recommendations. 
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5 Conclusion 

The technologies for automatic text analysis are developing and deliver gradually 
improving results which encourage plans for practical NLP application. Despite the 
fact that much effort is needed to attach complex linguistic phenomena like temporali-
ty, negation, conditionality, reference resolution as well as semantic and pragmatic 
interpretation, we find running projects for biomedical text processing in all countries 
with advanced information societies. Basic sets of medical terminology are supported 
in hundreds of natural languages by the World Health Organisation which facilitates 
the development of electronic dictionaries suitable for NLP. The growing amount of 
clinical narratives is another stimulating factor that implies the increasing interest in 
automatic text processing. 

Our experience shows that the IE technology is sufficiently mature to be integrated 
in practical software applications as a tool for delivery of large amounts of extracted 
entities. The application niches need to be carefully selected and the IE tools should 
be properly integrated. We are focused on diabetes as a major chronic disease con-
suming significant budget by the Health Insurance Fund. Our present results show the 
potential of IE to provide data to healthcare managers and decision makers concern-
ing optimisation of diabetes treatment and reimbursement. Current research was set 
for Bulgarian Language, but similar methods were successfully used also for other 
languages in PSIP project. 
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