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Abstract. This paper briefly presents a system called EVTIMKich extracts
structured data from hospital patient records itgBtian language. Within this
context, the article considers in more detail apdrant extraction task: the
recognition of ICD diagnose codes in the free tdxpatient records and their
automatic assignment to text fragments. The papantarises achievements in
ICD codes recognition and presents the evaluati@muwént EVTIMA results.
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1 Introduction

Development of Natural Language Processing (NLPpliegtions in medical
informatics is a hot topic nowadays. Many resegmatotypes and industrial systems
deal with patient records (PR) texts and aim air thatomatic processing. These
systems use language-specific linguistic resouasewell as declarative knowledge
descriptions which are often system-specific toowilver, the medical domain is
rather complex in general; there are no standatdemplates of medical documents
and the existing patterns are often limited to dabrains; in addition content
formalisation is fairly complicated as it requiresuch background knowledge.
Various natural languages and medical traditionsepgpecific NLP challenges. For
instance, two Bulgarian-specific particularities igth hamper the automatic text
processing of hospital PRs are the following ones:

» The PR texts contain mixture of abbreviations amdlical terminology in various
languages - Bulgarian, Latin and Latin terms triggrsited to Cyrillic;

« Almost no background linguistic resources in Buigarare available which
means that the NLP modules should be elaborated $aratch together with the
corresponding language and conceptual resourcested to NLP of medical
texts.

Despite all difficulties to process automaticalhetnarrative texts in the medical

domain, the interest in the development of fundaalé¥iLP methods for medical text
analysis is constantly growing. This is due to fdet that NLP is viewed as the only



means to structure free-text information and prevautomatic technologies for
(partial) understanding of medical documents [1].

This article presents work in progress: the developt of a research prototype,
called EVTIMA, which extracts structured informatifrom the free text of hospital
PRs in Bulgarian language. The paper considersarerdetail the (semi-)automatic
procedures for recognising the terminology of tmernational Classification of
Diseases revision 10 (ICD-10) in the PR text. Tmaining part of the article is
structured as follows: section 2 summarises relaapproaches for automatic
assignment of ICD codes and section 3 briefly dises the project background.
Section 4 deals with the automatic recognition @D Idiagnose codes and presents
current evaluation results. The conclusion and pffam further work are given in
section 5.

2 NLP and Automatic Coding

Diseases are often described in the medical patesrds as free text using terms
which have to be mapped to controlled vocabulatieshis way the task of diseases
recognition (which practically means e.g. assignstgndardised ICD codes to
diseases’ names) is an important NLP challenge. fBwew [1] considers the
automatic indexing by ICD codes as a specific NBBktthat is implemented in
various software systems ranging from researchopfoeés to commercial computer-
assisted coding environments. Actually an NLP systan be designed to recognise
the terminology of various medical nomenclatured aflassifications but here we
consider ICD since it is the only nomenclature k¢ in Bulgarian and our task is
related to the automatic assignment of ICD coddé®Raliagnoses.

The nomenclature ICD or ICD CM (International Cléisation of Diseases with
Clinical Modification), supported by WHO (World H#a Organisation), is translated
to many languages and serves as the main sourd@&afgmoses definition. Subsequent
ICD versions were used worldwide during the lastadkes: versions 8, 9 and 10. In
this way we find NLP projects which approach theksof automatic coding using
various ICD revisions. The reported performanceusaty is often presented by the
so-called F-score (the harmonic mean of systemRrecision and Recall where
precisionis the percentage of correctly extracted entiiesa subset of all extracted
entities andrecall is the percentage correctly extracted entitiesa asibset of all
entities available in the corpus. Automatic codlivag been previously approached by
various systems:

* The article [2] overviews th2007 Computational Medicine Challengédere
about 50 participants submitted results. The coitipetwas run on anonymised
radiology reports with a training set of 978 docutseand a test set of 976
documents. These sets contained 45 ICD-9-CM laltiedssystem performance was
evaluated using specific cost-sensitivenetrics which incorporate penalties for over-
coding (a false positive) and under-coding (a faisgative). The top performing
systems achieved 0,8908 accuracy, the minimum whs4@, and the mean was
0,7670. There were 21 systems with success bet@gi and 0,90. Another 14
systems achieved accuracy higher than 0,70. Themgsvere not ranked identically



by the various measures, but the differences arallsim each case. As [2]

emphasizes, the three top systems processed thgamedypernyms and synonyms
in some way and exploited the UMLS structure. Reéigar the approach, these
systems performed symbolic computations and twaehef had in addition some
machine-learning components. The overview notesrtiportance of rule-based text
analysis in the coding-oriented NLP tasks.

e A recent system is MIDAS (Medical Diagnosis Assi¢}a[3], an advanced
expert system that is able to suggest medical dgigresp. ICD-9-CM codes after
partial analysis of radiological reports. MIDAS coimés procedures for partial text
understanding, called Information Extraction (IEdanachine learning from clinical
histories of previously diagnosed patients.

« SynDiKATe [4] combines text parsing with semantiformation derived from
a Bayesian network and assigns diagnostic ICD-9-@Mes to the free text of
admission diagnoses, with about 76% F-score.

e The system reported in [5] uses a hybrid approashbining example-based
classification and a simple but robust classifmatalgorithm (naive Bayes) in order
to improve the efficiency of diagnostic coding. Thaper [5] presents experiments
run on 22 min PRs. The reported performance reatdtss follows: about 48% of the
medical records at Mayo clinic are automaticallyssified to codes with average F-
score of 98,2%; another 34% of the records aresiilad with F-score 93,1%, and the
remaining 18% of the records are classified witlscbre of 58,5%. The system
applies the HICDA Classification, elaborated on 8R&nd still in use internally.

« Other systems applysupport vector machineg6] and Bayesian Ridge
Regressiorj7] for automatic associating codes for diagnoBlee article [8] compares
three machine learning methoais radiological reports and points out that thet bes
score is 77%.

When designing our solutions for processing PRstaxtBulgarian language, we
keep in mind the lessons learned about other rdaurguages as well as the gains of
applying various Al techniques for processing thaguage-independent entities
extracted from the medical text. Using availabledoies for text analysis, our system
EVTIMA performs a significant amount of symbolicraputations.

3 Project Background - the EVTIMA System

The main objective of EVTIMA project, to be achievby 2011, is searching for
complex relations in hospital PRs [9, 10]. The itketo extract and structure entities
of interest into internal templates and to prodbssconceptual archive by artificial
intelligence methods. In order to accomplish thisktwe need first to process the free
PR texts. EVTIMA deals with anonymised PRs provitlgdhe Hospital Information
System (HIS) of the University Specialised Hospifat Active Treatment of
Endocrinology “Acad. I. Penchev” at Medical UnivigysSofia. The current system is
based on an IE prototype which extracts importaatsffrom the free texts of hospital
PRs of diabetic patients.

The PRs texts are organised in zon@s:document identification(ii) personal
details; (i) diagnoses of the leading and accompanying disedisg@sanamnesis



(personal medical history), including current coaips$, past diseases, family medical
history, allergies, risk factorgv) patient status, including results from physical
examinationjvi) laboratory and other tests findindgsii) consult with other clinicians
and (viii) discussion (some zones might be omitted in the PRs)his paper we
consider zondiii) where the diagnoses are listed as narrative sexhetimes even
without punctuation marks as separators.

The prototype system works on single and multigks Bnd provides:

« exploration and update of the terminology bank;

 automatic segmentation of the PR file/s into zones;

« feature and relation extraction from the separateeg by text analysis;
* side-by-side document comparison;

« retrieval of analised documents by given features;

« export of structured representations.

Internally, the extracted information is storedXiNiL format (see Fig. 1) and can
be exported in two different formats — they aréheitoriginal texts enriched with
annotation information or extracts of structuredoimation captured during the
analysis. In this way the prototype supports theettment of annotated training
corpus as well as the actual IE process.

<?wml version="1.0" encoding="UTF-8" 7=
- <pr=
<id>ID100046-08</id=
- =status=
- <generallngormation=
“sex>=MBM</sex>
<height=165</height=
<weight=70</weight>
<bmi=25=/bmi=
<age=0TroBapA Ha AeACTBNTENHAaTa</3age>
=fibrile=ne</fibrile=
<generalCondition=gobpo</generalCondition=
<bedPosition>akrneno=/bedPosition=
</generallngermation =
<head=>
<hair=Mbakn THn</hair>
- «face=>
=condition=newka oTounocr=/condition=
<fface>
<configuration=default</configuration>
</head=
- <zkin=
<color=Gnegoposoea</color=
<hydratation=cyxa-</hydratation=
<turgor=HamaneH</turgor=
<elasticity =Hamanen</elasticity =
=/=kin=>
<succusionRenalis-oTpuyarened </succusiocnRenalis=
<fatTissue=default</fatTissue>
<spleen=default</splesn=
<liver=default</liver>
<sceletonAndMuscularSystem=default</sceletonAndMuscularSystem=
- <nervousSystem>
<thorax>Emdmsemarosen</thorax=
<percusionSound=xunepcoHoped</percusionSound=
<respirationMobility >sanazena</respirationMability =
<respiration >uncro</respiration=
</nervousSystem>

Fig. 1. Patient status data structured in XML-format eoteel from PR zonév)



4 Auto-Assigning ICD-10 Codes to Diagnoses

An ICD-10 code includes a letter followed by 2-4aligit number with a decimal
point after the second digit. Main codes are orgggohin a hierarchy but there are also
consecutive numbers after the decimal point (Tdb)leThe patient records in our
corpus often contain diagnoses expressed as fxeddspite the fact that the present
Hospital Information System offers menu choicelfob diagnoses; actually the past
diseases are still recorded in the personal hisierfree text. Thus in the PR text we
find terms, phrases and paraphrases which diftgrifstantly from the ICD disease
description. The number of diagnoses per patienesdarom 1 to about 20 (see
examples 1-2). Thus the automatic association d kddes to diagnoses is a
challenging effort. Below we discuss excerpts oftERs.

(E10 - E14) Diabetes mellitus

E10 Insulin-dependent diabetes mellitus
E10.0 With coma

E10.1 With ketoacidosis

E10.2 With renal complications

E11l Non-insulin-dependent diabetes mellitus

Table 1. Extract of ICD-10 Codes fatiabetes mellitus

Example 1.
TI/IpGOI/I,ELI/IT Ha XaluMoTo - XHUIIOPTUPEOHUHA (basa, MeJUKaMEHTO3HO KOMII€EHCUPAH.

Example 2:

JUATHO3A: 3axapeH guabet tun 1. /[uabeTHa AUCTaJHa CHMeTPUYHA MTOJIMHEBPOMATHS.
CbpAeyHa aBTOHOMHA HeBpomaTus. /JluabeTHa nposindepaTUBHA PETUHONATHS.
CbcTosiHUE cief sasepkoaryanus. CbCTOssHUE cief, onepanus N0 MOoBOJ, ABYCTPaHHA
KaTapakTa. HayasiHa aua6eTHa HedponaTus. /luabeTHa MakpoaHruonatus. [lepudepHa
cbloBa 6osecT. UBC-cTabunHa creHokapus. Mo3bYHO-Cb0Ba 6osiecT. JucaunuieMus.
TupeouuT Ha XawuMoTo, eyTupeoujHa ¢asa. Burtuauro. Bosect Ha AJucoOH.
l'eHepasM3upaHa ocTeonoposa. CbcTosiHUE cief, ppakTypa Ha JisicHa 6eApeHa IIUIKa U
JAsicHa npeaMuiHuna. CekTopasiHa pe3eKiys Ha JsiCHa MJIeYHa kJie3a 3a pubpoaZeHoM.

Table 2 shows that generally defined diagnosekarPR texts can be associated with
several ICD codes (likenypothyroidisny, in contrast to diagnoses which can be
matched exactly to ICD disease (for instandiabetic polyneuropathy It is well

known that in cases of ambiguity or unclear/pattal general disease description,
human annotators can assign different codes tedim text. The best NLP practices
are based on gold standards and precisely anndtatathg corpora but we are at the
very beginning of our IE coder development and gmebere only our initial results.



Diagnose Possible |CD-10 Codes

Hypo-t hyroi di sm EO2 Subcl i ni cal i odi ne-defici ency
hypot hyr oi di sm
EO3 O her hypot hyroi di sm
E03. 0 Congeni t al hypot hyr oi di sm with
di ffuse goitre
E03. 1 Congeni t al hypot hyroi di sm  without
goitre
EO3. 2 Hypot hyroi di sm due to nedicanents and
ot her exogen
E03. 3 Posti nfecti ous hypot hyroi di sm
E03. 8 O her specified hypot hyroi di sm
E03. 9 Hypot hyroi di sm unspecifi ed
EO05 Thyr ot oxi cosi s [ hyperthyroidisn
E89.0 Post procedur al hypot hyroi di sm
Di abetic ! :
pol yneur opat hy 63. 2 Di abeti c pol yneur opat hy

Table 2. Lexical correspondences between PR diagnoseECand 0 terms

Sometimes there are no common words at all bettleephrasal disease description
in the PR text and the terminology used in ICD-Iiles. Let us consider the
following example:

Example 3:

Diagnosis:

CecTOsHMe cien Oamnnac Ha nombeIpMLUMTe OBYCTPAaHHO.
(Post bypass surgery synptons of shanks bilateral)
The closest ICD code that can be associated wgldtagnose is:

197.89 llocTnpoLenypHN BosyecTn Ha opTraHuTe Ha
KPpBBOOOPAllEHMEeTO, HeKJacuduumupaHm Opyrane
197.89 O her postprocedural conplications and disorders of

the circulatory system not el sewhere classified
However, there are no common words between thend&g and the description of
ICD code 197.89, therefore matching the PR phras¢hé ICD disease names is
useless in this case.

There are also diagnoses described by Latin terrag batin terms transliterated to

Cyrillic letters, for instance:
CraTyc nocT MHOAPKTYyC MUOKaAPIMUN.
XUIIOTUPEOUMINMBMYC AYTOVMYHEC.
IVABETEC MEJIUTYC TUIIYC 2.

One also finds in the PR text many abbreviationBufjarian and Latin terminology
for diagnoses.



The main obstacle for the automatic assignment @D Icodes is that the
correspondence between the PR diagnoses and IGiashBs/codes is not limited to
1:1 (one to one) relation. There are many casekrmofone to many)n:1 (many to
one) andn:m (many to many) relations. Although the languagedum the PRs is
generally restricted and the diagnoses are exmgldgespecific terminology, there is a
variety of linguistic expressions in the free PRsttwhich might refer to the same
diagnose. EVTIMA uses a 3-steps pipeline algoritfon automatic coding of
diagnoses (see Table 3).

Step 1:Shallow text analysis by Regular expressions artteBe matching
Step 2:Searching diseases names in the terminology rescank:

* medical terminology dictionary
» abbreviations rules

e Latin — Cyrillic transliteration rules
Step 3:Application of manually added terminology bindindes by experts

Table 3. Algorithm for coding diagnosis

At step 1 our algorithm applies regular expressi®is) in order to associate a PRs
diagnose with ICD-10 code. The matching proceduiessall blank spaces, it is not
case-sensitive. There are few preferences asstdiatall REs. Higher priority is
assigned to the REs, which enable exact matchedl tiie words found in the PR
diagnose and the name, associated with the ICD, amaigains no additional words.
For more specific or more general explanationsREs match either subset of the PR
diagnose words or the code specification includit@nal words, not presented in
the PR text. This match is applied like a greedyp@athm. In case that the RE-based
analysis fails, another matching procedure stahighvsearches for word derivatives
using simple derivation rules for Bulgarian langeiaghere are also some rules that
deal with paraphrasing, they cope with differentdvorder or ‘weaken’ the diagnose
explanation (by skipping some words) and try toahat to more general ICD-10
diagnose.

At step 2 the algorithm searches the system telobmyoresource bank only for
diagnoses expressed in some non-standard manreeicoRstantly growing resource
bank includes at present:

. A medical terminology dictionary — terms with asisded relations like
synonym, equivalent, general, spegific

. Some rules for abbreviations of the terms methéRR texts,

. Latin — Cyrillic transliteration rules, and

. Latin — Bulgarian medical terminology dictionary.

A taxonomy of diabetes is adopted for our purpassisg the sources at the Bioportal
cite [11]. There is a lack of language and concaptesources in this domain and our
dictionaries are manually prepared for solvingadheent task.
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Fig. 1. EVTIMA interface — Manual assignment of ICD codes PR diagnose

In case that the first and second steps of therighgo are not successful, at the third
step EVTIMA considers rules for manual assignmdnitGi-10 codes to diagnoses
(see Fig. 1). Manually-established associatiopsirase- ICD code> are stored in the
system resource bank with highest priority for Hiert code assignments. The system
has two modes — automatic and manual codes adsacit the automatic mode, the
association algorithm runs and returns the codggesied with highest accuracy. For
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Fig. 2. EVTIMA System — Access to ICD-10 codes



the training corpus the expert can switch to mamuadie for associating codes with
diagnoses in order to correct and improve the ridedetter system performance in
further tasks. The manual mode supports also thelolement of the training corpus.

Sometimes the set of automatically-assigned caslesnipty and the system alerts
the user about this. EVTIMA provides direct accesshe ICD-10 codes table (see
Fig. 2) and allows to authorised users to bind @nenore diagnoses to one or more
codes.
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The algorithm for automatic assignment of ICD-1@e® for diabetic patients was
trained on a corpus of 197 PRs. The test corpusitmnapproximately 250 unknown
PRs. About 50 ICD diagnoses, related to diabetesiwncomplications as well as
various accompanying diseases, are found in thectgpus. The whole test corpus
was split into PR subsets grouped according tativaber of diagnoses available in
the PR text, from 1 to 20 diagnoses. This divisdilows for more precise evaluation
because multiple diagnoses are often expresseddimplex noun phrases without
clear separators, which are hard to analyse arekibyg ICD codes. The evaluation is
done separately for each test corpus subset becmeshave assumed that the
automatic assignment is more successful when theeRRcontains less diseases
names.

The evaluation results are illustrated at Fig. & &fig. 4. Thex-axis of both
diagrams represents the twenty PR “families” cdimgjsof PRs with 1-20 diseases.
Fig. 3 summarizes the results from the PR persgeckor some PRs, part of the
diagnoses are correctly encoded and others aregwemnFig. 3 shows the ratio of
PRs with fully associated diagnoses vs total nundid?Rs tested. We see that our
algorithm is most accurate for th& family of 12 PRs, which contain 7 diagnoses
each; for 11 PRs the diagnoses are assigned sfidesBhe worst performance is
seen for the families of PRs with 16-20 diagno$esn 16 PRs belonging to those 5
subsets, only in one PR we have correct coding lwiéc due to the accurate
punctuation marks.

The algorithm performance can be also evaluatedn fithe perspective of
recognised individual diagnoses. Fig. 4 presemsadltio of correctly associated codes
for diagnoses compared to the total number of diagn included in the
corresponding PR set.
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5 Conclusion and Further Work

The paper presents a software environment calledIE@¥X which supports the
automatic extraction and structuring of patienedabm hospital PR texts. So far we
have evaluated its performance on several IE tdskding with the recognition of
diagnosis, anamnesis, patient’ status and treatrmmds of the PRs. The results are
promising and show that partial analysis, IE ancchitae learning techniques are
successfull approaches and need to be developibefuEVTIMA serves as well as a
tool for semi-automatic annotation of the recogmigeatures. It supports different
output formats which facilitate the further prodegsof the obtained analysed
structures. Last but not least, the environmentvides a large number of
functionalities for manual expert activity. Thislp® to correct and upgrades the
system resources and to elaborate the annotatithe dfaining corpus.

As future work we plan to develop algorithms fosativering more complex
relations and other dependences among patienedefacts. Further exploration of
the negative expressions and their semantic irgt@&pon in the internal
representation is also one in our future tasks.itédgatient records contain complex
temporal structures which are connected to patiecéise history and the family
history. Another interesting question is relatedhe automatic recognition of illness
duration, the drug admission and the related dirpatient tests.
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