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Improving Tokenization of Clitics in Some Statistical Processing Tools for
Arabic: AlwAw Coordinating Conjunction as a Case Example

Nahed Abul-Hassan
Ain Shams University, Faculty of Alsun
Egypt, Cairo
nahed.salma@yahoo.com

Abstract

Morphological segmentation of clitics is a key first
step in syntactic disambiguation in Arabic. Therefore,
in this paper, we present a method for improving
morphological segmentation, and hence POS tagging,
of Arabic words containing the ambiguous form sl
/AlwAw/ (‘and’), using ASVMTools. Our hypothesis
enhances accuracy rate to 97.4% by a single
preprocessing step in input text.

Index terms: Morphological Segmentation, POS
Tagging, Clitics, Coordinating Conjunctions,
ASVMTools.

1 Introduction

Morphological Segmentation is the process of

segmenting  clitics from stems. Prepositions,
conjunctions, and some pronouns are cliticized onto
stems in Arabic [3]. This paper focuses on the
morphological segmentation of sV /AlwAw/ (‘and’)
(see appendix 1 for transliteration convention) as a
case example. s /AlwAw/ (‘and') is the most
commonly used coordinating conjunction in Arabic
and a common source of morphological ambiguity.
According to a manual evaluation of a random sample
of 100k Arabic word tokens derived from newswire
articles '(2006), it has been found that sl sl /AlwAW/
(‘and’) alone accounts for approximately 8.6% of any
written text.

Unlike the English coordinator and, s
/AlwAw/ can be morphologically ambiguous: it can
function as a coordinating conjunction or as part of a
word. For example, 335 /whdp/ can be either 33y
/whdp/ (‘unity’) or s + saa /w + hdp/ (‘and

! Alahram Newspaper: http://www.ahram.org.eg

intensity’). It is worth noting that / s sllalwaw/ ('and')
can be distinguished phonologically to be part of the
word or a coordinating conjunction. However, when
dealing with written text ambiguity arises.

The rest of this paper is divided as follows. Section
2 gives a brief background about different approaches
to Arabic morphological segmentation. The hypothesis
and our tools are given in section 3. Section 4 presents
an evaluation of our work according to standard
evaluation metrics. The conclusion and further
suggestions for future work are given in section 5.

2 Related Work

This section represents a literature survey of different
approaches to Arabic morphological segmentation and
POS tagging, with an emphasis on Automatic Tagging
of Arabic Text Using SVM (4SVMTools), upon which
this work is based.

2.1 AraMorph

Buckwalter (2002) has introduced AraMorph2 which
applies a dictionary-based approach to Arabic
morphological segmentation and POS tagging. In
AraMorph, morphological analysis depends on a
dictionary of prefixes, a dictionary of suffixes, a stem
dictionary, and three checking tables for testing the
validity of a word analysis. The system uses Latin
characters, as input Arabic words are transliterated,
and the linguistic data inside the system are
represented in Latin characters as well (using
Buckwalter transliteration system) [1].

2.2 Language Model Based Arabic Word
Segmentation

Lee et al (2003) have presented a statistical approach
for Arabic morphological analysis. They segment a

2 http://www.nongnu.org/aramorph/english/download.html
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word into prefix- stem-suffix sequence. This system
depends on three linguistic resources: a small corpus
manually segmented, a large unsegmented corpus, and
a table of Arabic prefixes and suffixes. The authors
choose to use the stem, not the root, in their approach.
They believe that the stem as a morpheme is more
suitable than the root in their applications (information
retrieval and translation). A trigram language model is
used to segment a word into its component. Their
Arabic word segmentation system has achieved an
accuracy rate of 97% on a test corpus containing
28,449 word tokens provided by LDC Arabic
Treebank® [5].

2.3 Nizar and Rambow

Nizar and Rambow (2005) have presented an approach
in which they use a morphological analyzer for
morphological segmentation and POS tagging of
Arabic words. In this approach, morphological
segmentation and POS tagging are considered the
same operation, which consists of three phases. First,
they obtain from their morphological analyzer (i.e.
Almorgeana) a list of all possible analyses for the
words in a given sentence. Then, they apply classifiers
for ten morphological features to the words of the text.
Then, they choose among the analyses returned by the
morphological analyzer by using the output of the
classifier [4]. It has been reported that this approach
achieves a precision rate of 98.6% (token-based) in
morphological segmentation and 94.3% (word-based)
in POS tagging.

2.4 Automatic Tagging of Arabic Text using SVM
(ASVMTools)

Developed by Diab et al (2004), ASVMTools provide
solutions to fundamental NLP problems such as
Morphological Segmentation, Part-Of-Speech (POS)
Tagging and Base Phrase (BP) Chunking.
Morphological Segmentation (section I) is the process
of segmenting clitics from stems, such as separating
“W” /ha/ (‘her’) from “LS” /kitAbahA/ (‘her book”).
In POS tagging, segmented words have been
annotated with parts of speech drawn from the
“collapsed” Arabic Penn Treebank POS tag set. This
collapsed tag set is as follows: {CC, CD,
CONJ+NEG PART, DT, FW, IN, JJ, NN, NNP,
NNPS, NO-FUNC, NUMERIC COMMA, PRP, PRPS,
PUNC, RB, UH, VBD, VBN, VBP, WP, WRB}4. BP
chunking is the process of creating non-recursive base
phrases such as noun phrases, adjectival phrases, etc.

3 http://www.ldc.uppen.edu
4http ://'www.ircs.upenn.edu/arabic/manuals/tagguide.pdf

Diab et al have adopted a statistical approach using a
language- independent algorithm trained on Arabic
Penn Treebank. Arabic Penn Treebank is a modern
standard Arabic corpus containing 734 news articles
from Agence France Presse and covering various
topics such as sports, politics, news, etc. Using
standard evaluation metrics, they have reported that
the Morphological Segmentation has achieved an
accuracy of 99.12%, the POS Tagger yields 95.49%,
and the BP Chunker has a precision of 92.08%.
Morphological ambiguity is not taken into
consideration during evaluation.

To the best of the author’s knowledge, ASVMTools are
significant for a number of reasons. First, like most
non-European languages, Arabic is lacking in
annotated resources and tools.  Second, Arabic
processing tools are fundamental for almost all NLP
applications, such as machine translation (MT), text-
to-speech, text summarization, etc. Third, they are for
public use’.

ASVMTools have achieved a precision rate of 83.5% in
the morphological segmentation of slsi /AlwAw/
(‘and’). This is according to a random sample
consisting of 3k Arabic word tokens extracted from
newswire articles (1999) and processed by
ASVMTools. See the following example;

Coordinator 2nd conjunct

Arabic: ic) s
Translit: /w/ /AEtqd/
Gloss: and he thought

ASVMTools’output: < wAEtqd/JJ>

In fact, incorrect morphological
produces incorrect part-of-speech tags.

segmentation

3 Experimental Setup

We assume that by segmenting clitics in input text
before being submitted to the ASVMTools, we improve
both morphological segmentation and POS tagging.
This assumption has been tested on s /AlwAw/
clitic. Using Perl script language, we separate every
initial s's /wWAWw/ in input text, except those that are in
lexica. Our hypothesis is that every s's /WAwW/ is a
coordinating conjunction unless it is part of an entry in
lexica, such as s's! /AlwAw/ in 845 /wfAp/ (‘death’),
for instance.

The lexica utilized are:
A. Al-mawrid Lexicon:

3 http://www1.cs.columbia.edu/~mdiab/
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It contains 13553 stems including those for sl
/AlwAw/. 1t is found within Buckwalter’s package for
morphological segmentation (2002). Short vowels and
diacritics are included in this lexicon.

B. A Lexicon of proper names & country names:

The lexicon of proper names is extracted from Al-
alasmaa website and consists of a list of 1682 male
and female names which are alphabetically arranged.
Regarding that of country names, it is acquired
through a second language (English). First, it is
extracted from a geography website’. Then, the output
is submitted to Golden Al-Wafi ® English-Arabic
Machine Translation system, resulting in 477 possible
country names.

4 Evaluation

Tablel presents the results obtained using our
hypothesis, compared against Diab’s. Our test set is a
random sample of 10k tokens derived from newswire
articles (1998) and in which 832 instances of !\
/AlwAw/ are found. Standard metrics of Precision
(Prec), Recall (Rec), and the F-measure, Fy, on the test
set are utilized. We employ ten-fold cross-validation to
ensure that any statistics obtained from our data are
not biased. We have performed it manually.

Improving morphological segmentation has reduced
error rate in POS tagging by approximately 7%.
Examining errors in our output, we have found that
they are due to the fact that Al-mawrid lexicon does
not include all word’s derivatives. For example, it
does not contain the broken plural ¢\,)s /wzrA}/
(‘ministers’), although it includes the single form )5
/wzyr/ (‘minister’).

Prec Rec Fg
Diab’s Tokeniz¢  83.5% 100% 91%
Our hypothesis  97.4% 100% 98.7%
Diab’s POSTa, 87.2% 100%  93.2%
Our hypothesis ~ 93.6% 100% 96.7%

Table 1: Results of our hypothesis compared
against Diab’s

5 Conclusion and Future Directions

6 http://www.alasmaa.com
7h‘rtp:// geography.about.com/od/countryinformation/a/capital.htm
http://www.atasoft.com

In this paper, we introduce a preprocessing procedure
that would help improve the processing of Arabic. It
focuses on the identification of sl 5! /AlwAw/ through
a morphological segmentation of this clitic. Our
hypothesis is that every s's /WAw/ is a coordinating
conjunction unless it is part of a word that is found in
a dictionary of words or of proper names. For future
work, we suggest applying this hypothesis to other
clitics, such as other coordinating conjunctions,
prepositions, pronouns, etc. Moreover, a comparison
with other morphological analyzers developed for
Arabic can be provided.
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Entity Retrieval

Sisay Fissaha Adafre
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Abstract

Generalizing recent attention to retrieving enti-
ties and not just documents, we introduce two
entity retrieval tasks: list completion and entity
ranking. For each task, we propose and evaluate
several algorithms. One of the core challenges is
to overcome the very limited amount of informa-
tion that serves as input—to address this chal-
lenge we explore different representations of list
descriptions and/or example entities, where enti-
ties are represented not just by a textual descrip-
tion but also by the description of related enti-
ties. For evaluation purposes we make use of the
lists and categories available in Wikipedia. Ex-
perimental results show that cluster-based con-
texts improve retrieval results for both tasks.

Keywords

Entity retrieval, Wikipedia, language modeling

1 Introduction

Both commercial systems and the information re-
trieval community are displaying an increasing interest
in not just returning web pages or other documents
in response to a user’s query but “objects,” “enti-
ties” or their properties. E.g., various web search en-
gines recognize specific types of entity (such as books,
CDs, restaurants), and list these separately from the
standard document-oriented hit list. Enterprise search
provides another example [5], as has also been recog-
nized within the TREC Enterprise track. In its 2005
and 2006 editions, the track featured an expert finding
task [6] where systems return a list of entities (people’s
names) who are knowledgeable about a certain topic
(e.g., “web standards”).

This emerging area of entity retrieval differs from
traditional document retrieval in a number of ways.
Entities are not represented directly (as retrievable
units such as documents), and we need to identify
them “indirectly” through occurrences in documents.
Entity retrieval systems may initially retrieve docu-
ments (pertaining to a given topic or entity) but they
must then extract and process these documents in or-
der to return a ranked list of entities [20]. In order
to understand the issues at hand, we propose two en-
tity retrieval tasks (building on a proposal launched in
the run-up to INEX 2006 [7] and scheduled to be im-
plemented at INEX 2007): list completion and entity
ranking.

Maarten de Rijke and Erik Tjong Kim Sang

ISLA, University of Amsterdam

Kruislaan 403, 1098SJ Amsterdam, The Netherlands

mdr,ertkt Qscience.uva.nl

The list completion task is defined as: given a topic
text and a number of examples, the system has to pro-
duce further examples. L.e., given a topic description,
a set of entities S and a number of example entities
€1, ..., en in S that fit the description, return “more
examples like ey, ..., e,” from S that fit the descrip-
tion. E.g., given the short description tennis players
and two example entities such as Kim Clijsters and
Martina Hingis, entities such as tennis tournaments
or coaches are not relevant. Instead, the expected set
should include only individuals who are or have been
professional tennis players. In the entity ranking task,
a system has to return entities that satisfy a topic de-
scribed in natural language text. L.e., given a set of
entities S and a topic statement ¢, return elements
of S that satisfy ¢. For example, let S denote a set
of Dutch people; then “Dutch actors,” “Dutch politi-
cians,” “Dutch artists,” etc., are some of the typical
topic statements ¢ that we envisage for this task.

The main research questions we address concern the
ways in which we represent entities and in which we
match topics and entities. As we will see, providing a
sufficiently rich description of both topics and entities
to be able to rank entities in an effective manner, is
one of the main challenges. We address this challenge
by using several contextual models.

For evaluation purposes we make use of Wikipedia,
the online encyclopedia.  The decision for using
Wikipedia for this task is based on practical and the-
oretical considerations. Wikipedia contains a large set
of lists that can be used for generating the necessary
test data, and also assessing the outputs of our meth-
ods. Also, with its rich structure Wikipedia offers an
interesting experimental setting where we can experi-
ment with different features, both content-based and
structural. Finally, by using Wikipedia’s lists, we can
avoid the information extraction task of identifying en-
tities in documents and focus on the retrieval task
itself, instead. Below, we will only consider entities
available in Wikipedia, and we will identify each en-
tity with its Wikipedia article.

The remainder of the paper is organized as follows.
First, we provide background material and related
work on working with Wikipedia, list questions, and
contextual models. After that we turn to the list com-
pletion task, proposing and evaluating a number of al-
gorithms. We then do the same for the entity ranking
task before concluding the paper.

1 We used the XML version of the English Wikipedia corpus
made available by Denoyer and Gallinari [8]. It contains
659,388 articles, and has annotations for common structural
elements such as article title, sections, paragraphs, sentences,
and hyperlinks.
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2 Background

Mining/Retrieval against Wikipedia Wikipedia
has attracted interest from researchers in disciplines
ranging from collaborative content development to
language technology, addressing aspects such as infor-
mation quality, users motivation, collaboration pat-
tern, network structures, e.g., [25]. Several publica-
tions describe the use of Wikipedia as a resource for
question answering and other types of IR systems; see
e.g., [1, 10, 17]. Wikipedia has been used for com-
puting word semantic relatedness, named-entity dis-
ambiguation, text classification, and as a document
collection in various retrieval and knowledge represen-
tation tasks, e.g., [11].

Entity Retrieval List queries are a common types
of web queries [22]. The TREC Question Answer-
ing track has recognized the importance of list ques-
tions [23]; there, systems have to return two or more
instances of the class of entities that match the de-
scription in the list question. List questions are often
treated as (repeated) factoids, but special strategies
are called for as answers may need to be collected from
multiple documents [4].

Recognizing the importance of list queries, Google
Sets allows users to enter some instances of a concept
and retrieve others that closely match the examples
provided [13]. Ghahramani and Heller [12] developed
an algorithm for completing a list based on examples
using machine learning techniques. A proposed INEX
entity retrieval task, with several tasks will likely be
run during 2007 [7].

Our entity retrieval tasks are related to ontologi-
cal relation extraction [14], where a combination of
large corpora with simple manually created patterns
are often used. Wikipedia, as a corpus, is relatively
small, with much of the information being presented
in a concise and non-redundant manner. Therefore,
pattern-based methods may have limited coverage for
the entity retrieval tasks that we consider.

Document expansion and contextual IR Enrich-
ing the document representation forms an integral part
of the approach we propose in this paper. Though,
in the past, application of document expansion tech-
niques, particularly document clustering, has shown
mixed results in document retrieval settings, recent
studies within the language modelling framework pro-
vide new supporting evidence of the advantages of
using document clusters [19]. Due to the nature of
the tasks defined in this paper, the cluster hypothesis
which states that “closely associated documents tend
to be relevant to the same request” [16] provides for
an intuitive starting point in designing our methods.
Specifically, for each entity (or article) a precomputed
cluster will be used to supply it with contextual infor-
mation, much in the spirit of the work done by Az-
zopardi [2] and Liu and Croft [19].

3 Task 1: List Completion

The main challenge of the list completion task is that
the topic statement, example entity descriptions, and,
more generally, entity descriptions in Wikipedia, tend

to be very short. Therefore, a straightforward retrieval
baseline may suffer from poor recall. Hence, in our
modeling we will address several ways of representing
the topic statement and example entities.

We model the list completion task as follows: what
is the probability of a candidate e belonging to the list
defined by the topic statement t and example enti-
ties e1,..., e, ? We determine p(elt,eq,...,e,) and
rank entities according to this probability. To esti-
mate p(elt,eq,...,e,), we proceed in two steps: (1) se-
lect candidate entities, and (2) rank candidate entities.
More formally,

J€n) X X - Tank(e;t el ..., en),

p(€|t, €1, ..
where x¢ is a characteristic function for a set of se-
lected candidate entities C' and rank(-) is a ranking
function. Below, we consider alternative definitions
of the function x¢ and we describe two ranking func-
tions. First, though, we define so-called entity neigh-
borhoods that will be used in the candidate selection
phase: to each individual entity e they associate addi-
tional entities based on e’s context, both in terms of
link structure and contents.

3.1 Entity Neighborhoods

In the context of a hypertext documents, identifica-
tion of a cluster typically involves searching for graph
structures, where co-citations and bibliographic cou-
plings provide importance features. Fissaha Adafre
and de Rijke [9] describe a Wikipedia specific cluster-
ing method called LTRank. Their clustering method
primarily uses the co-citation counts. We provide a
slight extension that exploits the link structure (both
incoming and outgoing links), article structure, and
content. In Wikipedia, the leading few paragraphs
contain essential information about the entity being
described in the articles serving as summary of the
content of the article; we use the first five sentences of
the Wikipedia article as a representation of the content
of the article. Our extension of the LTRank method
for finding the neighborhood neighborhood(e) of an en-
tity e is summarized in Figure 1. With this definition
we can return to the first phase in our approach: can-
didate entity selection.

3.2 Candidate Entity Selection

To perform the candidate entity selection step, we use
a two part representation of entities (Wikipedia arti-
cles). Each entity e is represented using (1) the textual
content of the corresponding article a., and (2) the
list of all entities in the set of neighborhood(e) defined
above. We propose four candidate entity selection
methods, that exploit this representation in different
ways.

B-1. Baseline: Retrieval Here we rank entities
by the similarity of their content part to a query con-
sisting of the topic statement ¢ and the titles t.,, ...,
t., of the example entities. We used a simple vec-
tor space retrieval model for computing the similarity.
The top n retrieved documents constitute the baseline
candidate set C1.
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e Given a Wikipedia article a. of an entity e, collect
the titles of pages with links to or from a., as well
as the words in the first five sentences of a.. Let
long(ae) be the resulting bag of terms; this is the
long representation of ae.

e Given a Wikipedia article ae, rank all articles w.r.t.
their content similarity to long(a.); we use a simple
vector space model for the ranking. This produces

a ranked list Lo, = Geyy -+, Qepy - - - -

e Given a Wikipedia article a., consider the titles t1,
..., tx of the top k articles in the list L, . Rep-
resent a. as the bag of terms short(ae) = {t1, ...,
tx}; we call this the short representation of ae.

e For each Wikipedia article a., rank the short rep-
resentations of other Wikipedia articles w.r.t. their
content similarity to short(a); again, we use a sim-
ple vector space model for the ranking. This pro-
duces a ranked list L, . The neighborhood(e) is
defined to be the set of top [ articles in L/, whose
similarity score is above some threshold a.

Fig. 1: An extension of LTRank [9]. Our extension
is in the first step, where we add outgoing links and
the first 5 sentences of a.. For the experiments in this
paper, we took k =10, I = 100, and o = 0.3.

B-2. Neighborhood search Our second candi-
date selection method matches the titles of the exam-
ple entities against the neighborhoods of Wikipedia
articles.

Cy = {e| V,(e; € neighborhood(e))}

B-3. Neighborhood and Topic statement
search Here we take the union of the entities retrieved
using the topic statement, and method B-2 described
above. First, we rank entities by the similarity of their
content part to a query which corresponds to the topic
statement ¢. Here again, we used a simple vector space
similarity measure to compute the similarity. We take
the top k entities (k = 200 in this paper) which consti-
tute the first set, C5.1. We then take all entities that
contain at least one example entity in their neighbor-
hood as with B-2, i.e.,

Cs.2 = {e| V,(e; € neighborhood(e))}.

The final candidate set is simply the union of these
two sets, i.e., C3 = C31 UC3.9.

B-4. Neighborhood and Definition search
This method is similar to the method B-3. But instead
of taking the topic statement ¢ as a query for ranking
entities (in the set C5.1 above), we take the definitions
of the example entities eq,..., e,, where the first sen-
tence of the Wikipedia article a. of an entity e to be
its definition; stopwords are removed.

3.3 Candidate Entity Ranking

We compare two methods that make use of the con-
tent of articles for ranking the entities generated by
the previous step. Particularly, we apply the following
two methods: Bayesian inference [12] and relevance-
based language models [18]. Both methods provide a

mechanism for building a model of the concept rep-
resented by the example set. These two algorithms
are developed for a task which closely resembles our
task definitions, i.e., given a limited set of examples,
find other instances of the concept represented by the
examples. In the next paragraphs, we briefly discuss
these methods.

C-1. Bayesian Inference Ghahramani and
Heller [12] addressed the entity ranking task in the
framework of Bayesian Inference. Given n example
entities, e1,...,e,, and candidate entity e, the rank-
ing algorithm is given by

P(e,e1,...,¢en)
P(e)Pe1,...,en)’ (1)

score(e) =

To compute Eq. 1, a parameterized density function is
posited. Welist all terms te, ;... ,%e, 55 te, ,, OC
curring in the example entities. Then, each candidate
entity e is represented as a binary vector where vector
element e; ; corresponds to the j-th term from article
ae,; of the i-th example instance and assumes 1 if ¢,
appears in the article for the entity e and 0 otherwise.
It is assumed that the terms e; ; are independent and
have a Bernoulli distribution 6; with parameters «;
and (;; see [12]. In sum, Eq. 1 is rewritten to:

score(e) = c+ Z;‘V:1 gje.

where the summation ranges over the binary vector
representation of e, and

c = > ;(log(a;+ B;) —log(ay + B +n) +
log(Bj +n — 321, eij) —log(5)) ),
while
g = log(ay + 30 eij) — log(ay) +

log () —log(B; +n — 31 eij)

For given values of o; and f3;, the quantity ¢; assigns
more weights to terms that occur in most of the ex-
ample entities. Therefore, a candidate instance e; will
be ranked high if it contains many terms from the ex-
ample instances and the e; ; receive high weights from
the g;s.

C-2. Relevance Models Lavrenko and Croft [18]
proposed so-called relevance-based language models
for information retrieval. Given n example entities,
e1,...,en, and the candidate e from the candidate set
C, the ranking function is given by the KL-divergence
between two relevance models:

score(e) = KL(Pe,,...c,||Pe),

+€n

where P, . ., is the relevance model of the example
entities, and P. is the language model induced from
the Wikipedia article for entity e. The relevance mod-
els are given by

P(wley,...,en) = > .cw Plwle)- Pleler, ... en)
_ 1/n ifee{er,...,en}
Pleler,....en) = { 0 otherwise
# (w, €)
P(wle) = Ty
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where W is the collection (Wikipedia), and w repre-
sents the terms in the Wikipedia article for entity e.
The KL divergence will be small for entities that more
closely resemble the example entities in terms of their
descriptions.

Summary Both of the ranking methods outlined
above return a ranked list of candidate entities. We
normalize the scores using

scorepax — score

SCOr€horm = )
SCOrep A X — SCOrepMIN

and take those candidate entities for which the normal-
ized score lie above empirically determined threshold
(scoreporm > 0.5). The resulting set will be assessed.

3.4 Experimental Set-up

The performance of our approach to the list comple-
tion task depends on the performance of the two sub-
components: candidate selection and candidate rank-
ing. We conduct two sets of experiments, one to deter-
mine the effectiveness of the candidate selection meth-
ods, and a second to determine the effectiveness of the
overall approach. We are especially interested in the
contribution of using the neighborhoods of entities.

The Wikipedia lists serve as our gold standard.
We selected a random sample of 30 lists (the top-
ics) from Wikipedia. We chose relatively homogeneous
and complete lists, and excluded those that represent a
mixture of several concepts. We take 10 example sets
for each topic. Each example set consists of a ran-
dom sample of entities from the Wikipedia list for the
topic. We run our system using each of these 10 exam-
ple sets as a separate input. The final score for each
topic is then the average score over the ten separate
runs. In the experiments in this section, we assume
that each example set contains two example instances.
This choice is mainly motivated by our assumption
that users are unlikely to supply many examples.

The results are assessed based on the following
scores: P@20 (number of correct entities that are
among the top 20 in the ranked list), precision (P;
number of correct entities that are in the ranked list,
divided by size of the ranked list), recall (R; number
of correct entities that are in the ranked list, divided
by the number of entities in the Wikipedia list) and
F-scores (F; harmonic mean of the recall and precision
values).

In order to test if the differences among the meth-
ods measured in terms of F-scores is statistically sig-
nificant, we applied the two-tailed Wilcoxon matched
pair signed-ranks test (for a = 0.05 and « = 0.005).

3.5 Results

First, we assess the methods we used for candidate
selection. Following this, we present the evaluation
results of the overall system.

Candidate selection Table 1 shows results of the
evaluation of the candidate selection module. The fig-
ures are averages over all topics and all sets of example
entities. The values are relatively low. Retrieving ad-
ditional candidates using terms derived either from the

Selection method P R Result set size

B-1 (Top £k =500) 0.042 0.235 500
B-2 0.142  0.236 206
B-3 0.089 0.311 386
B-4 0.093 0.280 367
Table 1: Performance on the candidate selection sub-
task.
Candidate Candidate
selection  ranking P R F P@20
B-1 C-1 0.100  0.068  0.058  0.128
C-2 0.203 0.046 0.060 0.144
B-2 C-1 0.172  0.163 0.136  0.205
C-2 0.227  0.142 0.137  0.231
B-3 C-1 0.121 0.236 0.136 0.196
C-2 0.188 0.210 0.151  0.249
B4 C-1 0.140 0.202 0.142 0.201
C-2 0.204 0.209 0.158 0.248

Table 2: Performance on the entire list completion
task. Best scores per metric in boldface.

definition of the entities or topic statement improves
recall to some extent. The recall values for method
B-3 are the best. This suggests that the terms in the
topic are more accurate than the terms automatically
derived from the definitions.

The neighborhood-based methods achieve better re-
call values while returning fewer number of candidates
(cf. the last column of Table 1).

Overall results Table 2 shows the scores resulting
from applying the two ranking methods C-1 and C-2
on the output of different candidate selection methods.
The first column of Table 2 shows the different candi-
date selection methods; the second column shows the
ranking methods.

The neighborhood-based combinations outperform
the baselines at the o = 0.005 significance level (when
considering F-scores). The combination of C-2 (Rele-
vance model) with B-4 (Neighborhood plus Definition
Terms) input outperforms both the B-2 + C-1 and B-2
+ C-2 combinations at the o = 0.05 significance level.
Generally, the C-2 ranking method has a slight edge
over the C-1 method on most inputs. Furthermore,
retrieving additional candidates using either the topic
statement or the definition terms improves results, es-
pecially when used in combination with the C-2 rank-
ing method.

3.6 Error Analysis

A closer look at the results for the individual topics re-
veals a broad range of recall values. The recall values
for the topics North European Jews, Chinese Ameri-
cans, French people, and Miami University alumni are
very low. On the other hand, the topics Indian Test
cricketers, Revision control software, Places in Nor-
folk, and Clities in Kentucky receive high recall scores.
For the neighborhood-based methods, there is some
correlation between the composition of the neighbor-
hoods corresponding to the example entities and the
results obtained. For example, the neighborhoods cor-
responding to the example entities for the topic Indian
Test cricketers contain Indian cricket players. On the
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other hand, the neighborhoods corresponding to the
example entities for the topic Chinese Americans con-
tain individuals from the USA, most of whom are not
Chinese Americans, and have very little in common
except for the features identified by the topic titles,
which are too specific.

4 Task 2: Entity Ranking

The goal of the entity ranking task is to retrieve a
subset of a given set of entities that satisfy a topic
statement. More formally, let F, a set of entities, be
given. We rank entities according to the probability
p(tle), where e ranges over elements of F and ¢ is a
topic statement. We present different methods of es-
timating p(t|e). These methods are organized along
two dimensions; along one we consider richer repre-
sentations of the topic statement ¢, along the other we
consider different ways of representing entities.

4.1 Topic Representations

We compare two types of topic representation which
we describe below.

F-1. Baseline As our baseline, we only remove
stopwords from the topic statements. No further pro-
cessing is done on the topic statement.

F-2. Topic expansion In addition to removing
stopwords, we enrich the topic by incorporating addi-
tional terms based on the method proposed in [21]. We
assume the top n (n = 5) articles returned using the
Collection smoothing method (see below) with A = 0.9
as being relevant. Extra terms are added based on
the log ratio of their likelihood in terms of the model
for relevant articles to their likelihood in terms of the
model for whole entity set.

4.2 Entity Representations

We now introduce several ways of representing entities,
all in terms of two or three part mixture models. We
start with our baseline approach.

G-1. Baseline As explained in the introduction,
the entities we consider are titles of Wikipedia articles.
Hence, the simplest representation of an entity e is its
associated Wikipedia article a.. As usual, the topic ¢
is represented by a set of terms: t = {t1,...,t;}; we
write ¢(t;, a.) to indicate the number of times ¢; occurs
in a.. Each topic term is assumed to be generated
independently, and so the topic likelihood is obtained
by taking the product across all the terms in the topic:

p(tle) = Htiet p(t; |a6)c(t“t)-

In our baseline approach, we estimate p(¢;|a.) by tak-
ing the maximum likelihood estimate of ¢; in a.:

c(t,e)

pbaseline(ti‘ae) :pMLE(ti|ae) = |a | 5
e

where |a.| the total number of term occurrences in a..

G-2. Collection smoothing Since pyrg(t;|ae)
may contain zero probabilities it is standard to employ
smoothing [24]. Therefore, we smooth the maximum
likelihood estimate, i.e., pyrr(t;|e), against a general
model estimated from the whole Wikipedia collection
as follows:

p(tilac) = A-pure(tilae) + (1= X) - pure(t|W), (2)

where the latter is the maximum likelihood estimate
of t; in W, the entire Wikipedia corpus.

G-3. Context models 1: A generic approach
In this paragraph and the next, we introduce two con-
text models, both give rise to three part mixture mod-
els, involving the entity, the context, and the collec-
tion. The intuition behind these models is that a more
focused context should be more accurate in capturing
the topic of the entity, thus producing a more mean-
ingful representation of the entity than the entire col-
lection. The first context model we consider is generic,
and does not exploit special features of the Wikipedia
corpus. Specifically, we use probabilistic latent seman-
tic analysis (PLSA, [15]) to induce a context for every
entity e. Given an entity e, a latent class z is selected
with probability p(z|e), and given the class z, terms
t; are generated with probability p(¢;|z). Then the
following context model is obtained:

prisa(tile) = X.ez p(tilz) - p(2]e), (3)

where Z is the set of latent variables considered (in our
experimental evaluation we fix |Z| = 20). The proba-
bilities p(t;|z) and p(z|e) are estimated using the EM
algorithm as described in [15]. Putting Eq. 3 together
with the smoothed model (Eq. 2), we obtain the fol-
lowing:

M -pmre(tile) + A2 - pprsal(tile)
+(1 =X = X2) - pure(t|W), (4)
where )\17 )\2 € [0, 1] and )\1 + )\2 S 1.

G-4. Context models 2: A Wikipedia-specific
approach The second context model we consider in
this paper exploits specific features of the Wikipedia
corpus. We use the method summarized in Figure 1
for estimating the Wikipedia specific context model.
Specifically, given an entity e, consider the neighbor-
hood of e as produced by the algorithm in Figure 1.

propic(tile) =

Assume neighborhood(e) = dy(e), ..., di(e) for e.
Then,
pwiki(tile) = (5)

A pune(tile) + A2 - prrs(tild(e)r, . .. d(e)x)
+(1 = A1 = Xo) - pure(t|W),

where, as before, A;, A2 € [0,1] and A1 + A2 < 1.
prrs(tildi, ..., dg) is the context model, which gives
the likelihood of the term ¢; in the cluster consisting
of the context documents, dq, ..., dk.

4.3 Experimental Set-up

The experiments in this section are aimed at gaining
insight into the contributions (for the Entity Rank-
ing task) of the different topic and document repre-
sentation methods introduced previously. We used
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Document Topic representation

representation F-1 F-2

1 Parameters PQ@Q10 R-Prec P@QI0 R-Prec
G-1 - 0.587 0.399 0.217 0.211
G-2 A=09 0.567 0.428 0.567 0.413
G-3 A1 =07, =02 058 0448 0.570 0.426
G-4 A1 =0.7,A22=0.2 0.623 0.476 0.580 0.464

Table 3: Entity ranking results: average values over
all topics.

Wikipedia’s hierarchical categories for generating the
data for evaluating the methods. We selected a ran-
dom sample of 30 Wikipedia lists, i.e., main entity sets.
For each main entity set, we selected a subset of enti-
ties and the associated topic. Each of the alternative
approaches presented in this section rank entities in
the main entity set. The ranked list is assessed based
on the following precision scores: R-Precision (the
fraction of the number of correct entities for each topic
that are among the top n entities returned, where n is
the size of the sublist we are seeking), and p@10 (num-
ber of correct entities for each topic that are among
the top 10 entities returned.

We applied the two-tailed Wilcoxon matched pair
signed-ranks test to determine whether the differ-
ences among the methods as measured in terms of R-
Precision scores are statistically significant (o = 0.05).

4.4 Results

Table 3 shows the result of the different runs. In
the tables, the columns Parameters, p@10 and R-Prec
correspond to the parameter settings, precision at 10,
and R-Precision. The parameter settings are the opti-
mal mixing values for the given model. As the results
show, the baseline method, which uses the maximum
likelihood estimation without term expansion (F-1 +
G-1), performs relatively well. However, term expan-
sion hurts performance of the baseline method due to
the MLE estimation (the extended topic tends to be
assigned zero probability). All methods outperform
the F-2 4+ G-1 combination. The ranking method
that uses the Wikipedia Specific Context model (G-
4) outperforms the Collection-based context and the
MLE method at a significance level of o = 0.05. G-4
performs better than G-3 at the significance level of
a = 0.1. Term expansion tends to hurt performance
as can be seen from the general pattern in Table 3.

5 Discussion

Entity retrieval vs information extraction
The tasks considered in this paper, i.e., list completion
and entity ranking, share a common overall goal. They
both aim at identifying entities that share certain char-
acteristics. In this respect, they resemble tasks com-
monly addressed in Information Extraction (IE), such
as mamed entity recognition and relation extraction.
However, there are important distinctions between tra-
ditional IE and the entity retrieval tasks we consider.
First, in typical IE scenarios, the entities are embed-
ded in a text, and the aim is to extract or recognise

occurrences of these entities in the text. Systems com-
monly use surrounding contextual information, and re-
dundancy information to recognise the entities in the
text. The inputs to these systems are documents that
may contain one or more occurrences of the target en-
tities. In contrast, in the entity retrieval tasks that we
consider, the entities are represented by documents
which provide descriptive information about them—
typically, there is a one-to-one relation between the
entities and the documents. In our setting, then, we
abstract away from the recognition phase so that we
are able to zoom in on the retrieval task only—unlike,
e.g., the expert finding scenarios currently being ex-
plored at TREC, that do require participating systems
to create effective combinations of extraction and re-
trieval [3].

One or two tasks? Although the list completion
and entity ranking tasks are similar at an abstract
level, a closer look at the specific details reveals im-
portant differences which necessitated task-specific ap-
proaches. One aspect concerns the size of the input;
for the list completion task, the inputs are example
entities with/without topic statements, and the can-
didates are all Wikipedia entries. On the other hand,
the inputs for the entity ranking task consist of the
topic statements only, and the candidates are entities
in a particular Wikipedia list, such as, e.g., the List of
Countries, which is obviously much smaller and more
homogeneous than the entire Wikipedia collection.

The result of the list completion task shows that
traditional information retrieval methods significantly
underperform for selecting initial candidates from all
of Wikipedia. This affects the overall score of the
method as subsequent processing makes use of the out-
put of this step. On the other hand, preclustering
of Wikipedia articles led to much better performance.
The re-ranking methods showed comparable perfor-
mance results, with the relevance feedback method
having a slight edge over the Bayesian method.

In the entity ranking task, we compared different
ways of enriching the topic statements and document
representations. As to the former, we added more
terms to the topic description, and in the latter, we
applied document modeling techniques that capture
natural groupings that may exist in the target list.
The results show that automatic addition of terms
using relevance feedback methods seems to hurt per-
formance. Here again, our notion of neighbourhood
seems to capture the natural groupings in the target
list better than the topic modeling method we consid-
ered in this paper.

By comparing the absolute scores of the two tasks,
it seems safe to conclude that the the richer input used
for the entity ranking task (working with a specific list
rather than all of Wikipedia) leads to higher scores.

6 Conclusion

We described, and proposed solutions for, two types of
entity retrieval tasks, list completion and entity rank-
ing. We conducted two sets of experiments in order
to assess the proposed methods, which focused on en-
riching the two key elements of the retrieval tasks, i.e.,
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Topic statements and Example entities.

For the list completion task, the methods that used
the titles of the example entities and the topic state-
ments or definition terms performed better. All meth-
ods that used a context set consisting of related ar-
ticles significantly outperformed a simple document-
based retrieval baseline that does not use the related
articles field.

For the entity ranking task, the method that used
a context set of related articles also performed bet-
ter than most of the alternatives we considered. Here,
we used the related articles to provide contextual in-
formation for the entity description when computing
the similarity between the topic statement and entity
description. Our notion of related articles improves
results when used both as a means of retrieving initial
candidates and for providing contextual information
during similarity computations.

Our results are limited in a number of ways. For ex-
ample, entities are represented primarily by the com-
bination of the content of their Wikipedia articles (as
a bag of words) and a precomputed set of related arti-
cles. We need to explore other—rich—representations
of the content, e.g., phrases or anchor text, and also
other concepts of relatedness, e.g., the Wikipedia cat-
egories.
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Abstract

Despite its importance, the task of summarizing evolv-
ing events has received small attention by researchers
in the field of Multi-document Summarization. In a
previous paper [S] we have presented a methodology
for the automatic summarization of documents, emit-
ted by multiple sources, which describe the evolution
of an event. At the heart of this methodology lies the
identification of similarities and differences between
the various documents, in two axes: the synchronic
and the diachronic. This is achieved by the intro-
duction of the notion of Synchronic and Diachronic
Relations. Those relations connect the messages that
are found in the documents, resulting thus in a graph
which we call grid. Although the creation of the grid
completes the Document Planning phase of a typical
NLG architecture, it can be the case that the number
of messages contained in a grid is very large, exceed-
ing thus the required compression rate. In this paper
we provide some initial thoughts on a probabilistic
model which can be applied at the Content Determi-
nation stage, and which tries to alleviate this problem.

Keywords : summarization of evolving events, multi-
document summarization, natural language genera-
tion

1 Introduction

It wouldn’t be an exaggeration to claim that human beings
live engulfed in an environment full of information. In-
formation which, metaphorically speaking, vie with each
other in order to gain our attention, to gain an almost ex-
clusive control of the precious resources which are our
brains. This is most evident in the medium of Internet in
which so many people are spending nowadays a consider-
able amount of their time. Information in this medium is
constantly flowing in front of our screens, making the as-
similation of such a plethora no longer feasible. In such
an environment, information which is presented in brief
and concise manner—i.e. summarized information—stand
more chances of retaining our attention, in relation to in-
formation presented in long and fragmented pieces of text.
We can claim then, with a certain degree of certainty, that
the task of automatic text summarization can prove to be
very useful.

To provide a concrete example, we can imagine the case
of a person who would like to keep track of the information
related to an event as the event is evolving through time.

What will usually happen in such cases is that, firstly, there
will be more than one sources which will provide an ac-
count of the event, and secondly, most of the sources will
provide more than one descriptions, in the sense that they
will most probably follow the evolution of the event and
provide updates as the event evolves through time. This
can easily result in hundreds or even thousands of related
articles which will describe the evolution of the same event,
rendering it thus almost impossible for the interested per-
son to read through its evolution comparing along the way
the points in which the sources agree, disagree or present
the information from a different point of view. A simple
visit to a news aggregator, such as for example Google
News,! can make this point very clear.

As we have hinted before, a solution to this problem
might be the automatic creation of summaries. In this pa-
per we will present a methodology which aims at exactly
that, i.e. the automatic creation of text summaries from
documents emitted by multiple sources which describe the
evolution of a particular event. In Section 2 we will briefly
present this methodology, at the heart of which lies the
notion of Synchronic and Diachronic Relations (SDRs)
whose aim is the identification of the similarities and differ-
ences that exist between the documents in the synchronic
and diachronic axes. The end result of this methodology
is a graph whose vertices are the SDRs and whose nodes
are some structures which we call messages. The creation
of this graph can be considered as completing—as we have
previously argued [S]—the Document Planning phase of
a typical architecture of a Natural Language Generation
(NLG) system [20]. Nevertheless, this graph can prove to
be very large and thus the resulting summary can easily ex-
ceed the desired compression rate. In Section 4 we will
present a brief sketch of a probabilistic model for the se-
lection of the appropriate information—i.e. messages—to
be included in the final summary, so that the desired com-
pression rate will not be violated. In other words, we will
propose a model for the Content Determination stage of the
Document Planning phase. This model will be based on
certain remarks concerning the way with which informa-
tion overlap between multiple documents which we present
in Section 3. The conclusions of this paper are presented in
Section 5.

Lhttp://news.google.com/
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2 A Methodology for Summarizing
Evolving Events’

At the heart of Multi-document Summarization (MDS) lies
the process of identifying the similarities and differences
that exist between the input documents. Although this
holds true for the general case of Multi-document Summa-
rization, for the case of summarizing evolving events the
identification of the similarities and differences should be
distinguished, as we have previously argued [1, 2, 4, 5, 6]
between two axes: the synchronic and the diachronic axes.
In the synchronic axis we are mostly concerned with the de-
gree of agreement or disagreement that the various sources
exhibit, for the same time frame, whilst in the diachronic
axis we are concerned with the actual evolution of an event,
as this evolution is being described by one source.

The initial inspiration for the SDRs was provided by
the Rhetorical Structure Theory (RST) of Mann & Thomp-
son [15, 16]. Rhetorical Structure Theory—which was ini-
tially developed in the context of “computational text gen-
eration”> [15, 16, 22]—is trying to connect several units
of analysis with relations that are semantic in nature and
are supposed to capture the intentions of the author. As
“units of analysis” today are used, almost ubiquitously, the
clauses of the text. In our case, as units of analysis for
the SDRs we are using some structures which we call mes-
sages, inspired from the research in the NLG field. Each
message is composed of two parts: its fype and a list of ar-
guments which take their values from an ontology for the
specific domain. In other words, a message can be defined
as follows:

message_type ( argiy, ... , arg, )
where arg; € Domain Ontology

The message type represents the type of the action that is
involved in an event, whilst the arguments represent the
main entities that are involved in this action. Additionally,
each message is accompanied by information on the source
which emitted this message, as well as its publication and
referring time.

Concerning the SDRs, in order to formally define a rela-
tion the following four fields ought to be defined (see also

[5D:
1. The relation’s type (i.e. Synchronic or Diachronic).
2. The relation’s name.

3. The set of pairs of message types that are involved in
the relation.

4. The constraints that the corresponding arguments of
each of the pairs of message types should have. Those
constraints are expressed using the notation of first or-
der logic.

The name of the relation carries semantic information
which, along with the messages that are connected with the
relation, are later being exploited by the NLG component
(see [5]) in order to produce the final summary.

2 Due to space limitations this section contains a very brief introduction
to a methodology for the creation of summaries from evolving events
that we have earlier presented [5]. The interested reader is encouraged
to consult [1, 2, 4, 5, 6] for more information.

3 Also referred to as Natural Language Generation (NLG).

The methodology we propose consists of two main
phases, the topic analysis phase and the implementation
phase. The topic analysis phase is composed of four steps,
which include the creation of the ontology for the topic and
the providing of the specifications for the messages and the
SDRs. The final step of this phase, which in fact serves
as a bridge step with the implementation phase, includes
the annotation of the corpora belonging to the topic under
examination that have to be collected as a preliminary step
during this phase. The annotated corpora will serve a dual
role: the first is the training of the various Machine Learn-
ing algorithms used during the next phase and the second
is for evaluation purposes. The implementation phase in-
volves the computational extraction of the messages and
the SDRs that connect them in order to create a directed
acyclic graph (DAG) which we call grid. The architecture
of the summarization system is shown in Figure 1.

Relations'
Specifications

Messages'

Ontology Specifications

!

Entity
Preprocessing || Recognition & |—»]
Classification

Relations
Extraction

Messages
Extraction

g

Fig. 1: The summarization system.

We applied our methodology in two different case stud-
ies. The first case study concerned the description of foot-
ball matches, a topic which evolved linearly and exhibited
synchronous emission of reports, while the second case
study concerned the description of terroristic incidents with
hostages, a topic which evolved non-linearly and exhib-
ited asynchronous emission of reports.* The preprocess-
ing stage involved tokenization and sentence splitting in
the first case study and tokenization, sentence splitting and
part-of-speech tagging in the second case study. For the
task of the entities recognition and classification in the first
case the use of simple gazetteer lists proved to be suffi-
cient. In the second case study this was not the case and
thus we opted for using what we called a cascade of classi-
fiers which contained three levels. At the first level we used
a binary classifier which determines whether a textual ele-
ment in the input text is an instance of an ontology concept
or not. At the second level, the classifier takes the instances
of the ontology concepts of the previous level and classifies
them under the top-level ontology concepts (e.g. Person).
Finally at the third level we had a specific classifier for
each top-level ontology concept, which classifies the in-
stances in their appropriate sub-concepts; for example, in
the Person ontology concept the specialized classifier
classifies the instances into Of fender, Hostage, etc.
For the third stage of the messages’ extraction we use in

4 On the distinction between linearly/non-linearly events and syn-
chronous/asynchronous emission of reports the interested reader is en-
couraged to consult [1, 4, 5, 6].
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both case studies lexical and semantic features. As lexical
features in the first case we used the words of the sentences
(excluding low frequency words and stop-words) while in
the second case study we used only the verbs and nouns
of the sentences as lexical features. As semantic features
in the first case study we used the number of the top-level
ontology concepts that appear in the sentence, while in the
second case study we enriched that with the appearance of
certain trigger words in the sentence. Finally, the extraction
of the SDRs is the most straightforward task, since the only
thing that is needed is the translation of the relations’ speci-
fications into an appropriate algorithm which, once applied
to the extracted messages, will provide the relations that
connect the messages, effectively thus creating the grid. In
Table 1 we present the statistics of the final messages and
SDRs extraction stages for both case studies.’

| | Case Study I | Case Study II |

Pr:91.12% | Pr: 42.96%

Messages || Rc:67.79% | Rc:3591%
FM :77.74% | FM :39.12%

Pr: 89.06% | Pr: 30.66%

SDRs Rc:39.18% | Rc:49.12%
FM :54.42% | FM : 37.76%

Table 1: Precision, Recall and F-Measure for the extrac-
tion of the Messages and SDRs for both case studies.

The creation of the grid can be considered as
completing—as we have previously argued [S]—the Doc-
ument Planning phase of a typical architecture of an NLG
system [20]. Nevertheless, this graph can prove to be very
large and thus the resulting summary can easily exceed the
desired compression rate. In the following two sections we
will present a brief sketch of a probabilistic model which
can operate on the Content Determination stage of the Doc-
ument Planning phase in order to select the appropriate
content so that the compression rate of the summary will
be respected.

3 The White, Grey, and Black Areas
of MDS

Not too distant in time from the dawn of Artificial Intelli-
gence in the early 1950’s, the first seeds of automatic text
summarization appeared with the seminal works of Luhn
[12] and Edmundson [7]. Those early works, as well as
the works on summarization that would follow in the next
decades, were mostly concerned with the creation of sum-
maries from single documents. Most of them were fo-
cusing on the verbatim extraction of important textual el-
ements, usually sentences or paragraphs, from the input
document in order to create the final summary. The meth-
ods used for the identification of the most salient sentences
or paragraphs vary from a mixture of locational criteria
with statistics [7, 12, 19] to statistical based graph creation
methods [21] to RST based methods [17].
Multi-document Summarization would not be actively
pursued by researchers up until the mid 1990’s, since when

5 For more details, critique of those results and comparison with related
work the interested reader is encouraged to consult [1, 5].

it is a quite active area of research.® The main difference
that seems to exist between the summarization of a single
document and the summarization of multiple (related) doc-
uments, seems to be the fact that the ensemble of the related
documents, in most of the cases, creates informational re-
dundancy, as well as what—for a lack of better term—
we will call informational isolation. In the case of infor-
mational redundancy more than one document contain the
same information, while in the case of informational isola-
tion only one document contains a specific piece of infor-
mation. This is graphically depicted in Figure 2, in which
each circle represents the information that is contained in a
different document. The black and grey areas of the figure
represent the information redundancy that exists between
the documents. More specifically, the black area repre-
sents information which is common to all of the documents,
while the grey areas represent information which are com-
mon between some articles but not all of them. The white
areas, on the other hand, represent what we have called the
informational isolation of certain portions of texts, in the
sense that the information contained therein is not found
anywhere else in the collection of documents.

Fig. 2: Information redundancy and information isolation.

Of course, one could imagine many more ways in which
the circles could be arranged. For example, a circle could
be contained inside two other circles, which would imply
that the corresponding document is informationally sub-
sumed by the other two. More extreme cases can involve
circles arranged in a way that only gray areas exist, which
would imply that the documents of the collection are only
very loosely related, or cases in which one or more circles
are completely white, meaning that the documents which
are represented by those circles are completely unrelated
with the rest of the documents. Such cases though, one
could argue, violate the premises of MDS which require a
set of related documents that will be informationally con-
densed by the end of the process.

Despite those extreme cases, it is fair to assume that the
configuration depicted in Figure 2 represents a fairly com-
mon situation in most of the MDS scenarios. Of course we
have to bare in mind that in most of the cases we will not
have just three documents to be summarized, but most pos-
sibly many more. This will have the consequence that the
grey areas will not have a single shade of greyness but in-

6 For a general overview of summarization the interested reader is en-
couraged to consult [13]. Mani & Maybury [14] provide a wonderful
collection of papers on summarization spanning most of the research
sub-fields of this area. Afantenos et al. [3] provide an overview as
well, focusing mostly on the summarization from medical documents.
Finally, [8] contains an excellent account of the cognitive processes
that are involved during the task of single document summarization by
professionals, as well a brief overview of the field of summarization.
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stead they will range from light grey to dark grey depending
on the degree of information overlap that will exist between
the various sources.

4 What Should Be Included in a
Multi-Document Summary of
Evolving Events?

Having made the above distinction between the different
levels of information overlap, the question that arises at
this point is which pieces of information should finally be
included in the text that will summarize the multiple docu-
ments. The obvious answer to this question would be that
such a summary should include the information that are
contained in the input documents in decreasing order of
their importance, until the length of the summary reaches
the required compression rate of the total length of the input
documents. In other words, a summary should contain the
black areas of Figure 2, then the darker to the lighter grey
areas, until the length of the summary reaches the required
compression rate.

In mathematical terms this can be expressed as follows.
If P(i) is the probability that a piece of information will be
included in the final summary, then we can claim that:

N > opey dii
P(i) = &=k=1 2 nl

where n represents the total number of documents, dj, the
k-th document, and:

1

Additionally, if c is the desirable compression rate, then
the final summary S should confront to the following con-
straint:

if dy contains information 7
if dj, does not contain information %

length(S) < ¢ Z length(dy,)
k=1

4.1 Objections to the Proposed Model for the
General Case of MDS

Now, the above model is really a simplistic one and a host
of objections could be raised concerning its usefulness in
the general case of MDS, something that we do acknowl-
edge. One could for example claim that the information
that will be contained in the black areas will tend to be
trivial information, in the sense that they can be character-
ized as representing “common knowledge”. This objection
can be balanced by two arguments. The first is that the
authors of the original documents will most possibly not
contain in their articles such common knowledge, unless
it is necessary, in which case it might be a good idea to
be included in a summary. The second argument is that if
the summarization system uses knowledge representation
methods—an ontology for example—then such trivial in-
formation will tend not to be included in this knowledge
representation. Of course, if the system uses purely statis-
tical methods, then the last argument does not hold.

The second objection concerns the white or light grey
areas. In the proposed model such areas will have a small

probability of being included in the final summary. Never-
theless, it can be argued that under certain circumstances it
can be the case that a piece of information which is men-
tioned only by one or very few sources might turn out to
be very important. For example, a prominent source might
have an exclusive piece of information that other sources
do not have which might prove to be important for inclu-
sion in the final summary. In such case the proposed model,
indeed, will fail to include this piece of information in the
final summary.

4.2 Why the Proposed Model Can Be Con-
sidered as a Good Starting Point for the
Case of MDS for Evolving Events

The above discussion outlines some of the objections that
might arise when the proposed model is applied under the
prism of the general case of Multi-document Summariza-
tion. Despite those objections, we make the claim in this
paper that the proposed model can nevertheless be consid-
ered as a good starting point for the case of Multi-document
Summarization of Evolving Events, at least in the frame-
work we have described in Section 2.

Concerning the first objection—i.e. the claim that the
same trivial information might be contained in all the doc-
uments and thus such trivial information will have a high
probability of being included in the final summary—this
claim is rebuffed by the nature of the methodology that we
have briefly presented in Section 2 and more fully exposed
in [1] and [5]. The use of an ontology and especially the
use of the messages guarantee that the system will try to ex-
tract information whose nature, we know beforehand, will
be non-trivial. Of course, this beneficial situation has its
drawbacks as well. As we have argued in [5] the creation
of the ontology and the specifications of the messages re-
quire a considerable amount of human labor. Nevertheless,
in Section 9 of [5] we present specific propositions of how
this problem can be alleviated.

Let us now come to the second objection. According
to this objection, it can be the case that a piece of infor-
mation while mentioned by only one or very few sources
(which implies that this piece of information stands very
few chances of being included in the summary, according
to the proposed model of Section 4) it might nevertheless
be mentioned by a prominent source and thus ought finally
to be included in the summary. Although this could be the
case, we have to note as well that such prominent sources
are usually highly influential ones as well. This has the im-
plication that if a piece of information—which was initially
exclusively mentioned by one source only—is indeed an
important one for the description of the event’s evolution,
then, almost surely, the rest of the sources will sooner or
later follow the initial source in mentioning this informa-
tion. Thus what was initially a light grey area, according
to the discussion of Section 3, will tend to become darker
grey, or even black, as time goes by, if indeed the men-
tioned piece of information is important and thus worthy of
inclusion in the final summary of the event’s evolution.

This leaves us with the conclusion that the afore pre-
sented model can indeed serve as a nice starting point for
the Content Determination stage, in the case that the grid
contains more messages than the required compression rate
requires.”

7 It would be fair to mention that the above conclusion is valid in the case
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5 Conclusions

In [1] and [5] we thoroughly presented a methodology (and
applied it in two different case studies) which aims towards
the creation of summaries from descriptions of evolving
events which are emitted from multiple sources. The end
result of this methodology is the computational extraction
of a structure, which we called a grid. This structure is
a directed acyclic graph (DAG) whose nodes are the mes-
sages extracted from the input documents and whose ver-
tices are the Synchronic and Diachronic Relations that con-
nect those messages. The creation of the grid, as we have
argued, completes the Document Planning stage of a typi-
cal NLG architecture.

Nevertheless, it can be the case that the created grid can
prove to be large enough in order for the final summary
to exceed the required compression rate. In this paper we
have presented a probabilistic model which can be applied
to the Content Determination stage of the Document Plan-
ning phase. The application of that model® to the extracted
grid will have the effect of creating a subset of the original
grid (a sub-grid in other words) which will contain just the
messages that confront to this model as well as the SDRs
that connect only the selected messages.

From the discussion in this paper, as well as from the
general literature in the area of Multi-document Summa-
rization, we can conclude that the identification of similari-
ties and differences is an essential component for any MDS
system. Digressing a little bit at this point, we would like
to note that spotting similarities between even disparate sit-
uations or objects, is something that human beings effort-
lessly and continuously perform all the time, and thus the
study of this phenomenon is of paramount importance for
the understanding of the human cognitive functioning. The
mechanism of identifying “sameness”—despite its subtlety
[9]—is an essential component for the task of analogy-
making which lies at the core of cognition as [11] has
claimed.

Closing this digression on the fascinating topic of
analogy-making® we would like to note that with respect to
MDS, to the best of our knowledge, there are no empirical
studies as to how human beings proceed in order to create
a summary from multiple documents—be they documents
that describe evolving events, or not. We do not even have
sufficient corpora of summaries from multiple documents
which will provide us with an insight as to what can be con-
sidered a “good” multi-document summary. This comes in
contrast with the area of Single Document Summarization
(SDS) in which, of course, we do have such corpora. More-
over, in SDS we do have at least one substantial research
from the perspective of Cognitive Science [8] which stud-
ies the cognitive mechanisms—or “strategies” as they are
called in that book—of professional summarizers during
the process of creating a summary from a single document.
It is our personal belief that the performance of more such
studies from the cognitive science perspective, for SDS and

that we do have the final set of documents which describe the evolution
of the event. In case that the evolution is still on-going and this set is
not yet finalized, then it might be the case that the second objection
still holds.

Although the probabilistic model presented in Section 4 talks about
“pieces of information” the substitution of this abstract notion with the
more concrete concept of messages makes that model ready for use in
our methodology.

The interested reader is encouraged to consult [9, 10] and [18] for more
information on this topic.

oo

©

MDS alike, will be beneficial for the advancement of our
understanding not only of how we do create summaries, but
for the understanding of how we spot similarities and dif-
ferences; a task which lies at the heart of analogy-making
as well.
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Abstract

This paper focuses on the interpretation of
metaphor in discourse. ~We build on previ-
ous work [1] in which we provide a formaliza-
tion in a computationally-oriented formal se-
mantic framework of a set of mappings that
we claim are required for the interpretation of
map-transcending metaphor. Such mappings are
domain-independent and are identified as invari-
ant adjuncts to any conceptual metaphor. In
this paper we claim that the invariant adjunct
mappings allow us to account for metaphors
where inferring discourse structure is not suffi-
cient. Moreover, these mappings interact with
rhetorical relations in order to explain cases in
which metaphor affects discourse structure.

Keywords

Metaphor Interpretation, Inference, Computational Semantics,
Discourse Structure.

1 Introduction

We assume the general view that metaphor under-
standing involves some notion of events, properties, re-
lations, etc. that are transferred from a source domain
into a target domain. In this view, a metaphorical ut-
terance conveys information about the target domain.
We are particularly interested in a type of metaphori-
cal utterances that we call map-transcending. A char-
acteristic of map-transcending metaphor is that find-
ing a target correspondent for every aspect of the
source domain is a difficult task which, in some cases,
seems to be plainly impossible. Thus, this type of
metaphor poses great difficulties for correspondence-
based approaches [11] which require to establish a par-
allelism between the source and target domains to ex-
plain metaphor.

We believe that an account of metaphor interpre-
tation ought to explain what extra information map-
transcending entities convey and it should provide a
viable (computational) mechanism to explain how this
transfer of information occurs. Moreover, it should do
so by taking into account the fact that metaphor is a
highly contextual phenomenon.

This paper addresses these two issues: Firstly, it
builds on Agerri et al. [1] to provide a formal set of
invariant mappings that we call View-Neutral Map-
pings Adjuncts (VNMAs) for the interpretation of
map-transcending metaphor. Secondly, it grounds the

invariant mappings on a (modified) computationally-
oriented formal semantic framework for the interpre-
tation of metaphor in discourse [3].

In order to do so, we first discuss the prob-
lems of correspondence approaches to deal with map-
transcending metaphor. In section 3 we argue that
inferring discourse structure is not sufficient to inter-
pret certain metaphors. Sections 4 and 5 briefly de-
scribe our approach to metaphor interpretation. Sec-
tion 6 describes a number of VNMASs that are partic-
ularly useful to interpret map-transcending metaphor.
In section 7 we propose to adapt Segmented Discourse
Representation Theory (SDRT) [3] to our purposes of
providing a formal account of metaphor interpretation
based on the ATT-Meta approach. Finally, in section
8 we present some conclusions and discussion on fur-
ther work.

2 Missing Correspondents

We do not address in this paper the issue of when an
utterance is to be considered metaphorical. Instead,
we aim to offer an explanation of how a metaphorical
utterance such as (1) can be interpreted.

(1) “McEnroe starved Connors to death.”

If we infer, using our knowledge about McEnroe and
Connors, that (1) is used to describe a tennis match,
it can be understood as an example of the concep-
tual metaphors (or, in our terminology, ‘metaphorical
views’) DEFEAT AS DEATH and NECESSITIES AS
FOOD. However, these metaphorical views would not
contain any relationship that maps the specific man-
ner of dying that constitutes being starved to death
(we say that “starving” is a map-transcending entity
as it goes beyond known mappings). Yet one could
argue that the manner of Connors’s death is a crucial
part of the informational contribution of (1).

A possible solution would be to create a new view-
specific mapping that goes from the form of killing
involved in starving to death to some process in sport,
but such enrichment of mappings would be needed for
many other verbs or verbal phrases that refer to other
ways in which death is brought about, each requir-
ing a specific specific mapping when occurring in a
metaphorical utterance. Thus, finding adequate map-
pings could become an endless and computational in-
tensive process. Moreover, there are even cases in
which we may not find a plausible mapping. Con-
sider the following description of the progress of a love
affair:
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(2) “We are spinning our wheels. ”

It is not very clear what could be a target corre-
spondent for ‘wheels’; the unavailability of a corre-
spondent would therefore prevent the source to tar-
get transfer of information needed for the interpreta-
tion of the metaphorical utterance. Thus, an account
of metaphor ought to explain what extra information
map-transcending entities provide. Furthermore, how
the transfer of information occurs should be accounted
for in a viable computational manner.

3 Metaphor in Discourse

Consider the following example:
(3) Sam is a pebble.

Asher and Lascarides [2] claim that it is not possible
to calculate the meaning of an utterance such as (3) on
the basis of the domain information about pebbles, but
that it is possible to process it if it is discourse related
to other utterance such as in the discourse “John is
a rock but Sam is a pebble”. Specifically, they argue
that inferring the Contrast discourse relation would
help us to work out the metaphorical meaning of (3)).
A similar point is made by Hobbs [9]:

(4) John is an elephant.

Which Hobbs argue can only be interpreted if we add
extra information such that the example now consists
of:

(5) Mary is graceful but John is an elephant.

Hobbs also infers Contrast in order to work out the
meaning of “John being an elephant” as oppose to
“Mary being graceful”. We claim that in some cases,
the inference of some rhetorical relation does not pro-
vide all the information we need to interpret the
metaphor:

(6) Mary is a fox and John is an elephant.

We can infer a Coordination discourse relation (we
follow Gémez Txurruka on this point [8]) to account
for the conjunction of the two segments. However,
it seems that inferring Coordination would not be
enough to address the fact that the information con-
veyed by (6) may be related to attributes of Mary (e.g.,
being cunning) and John (possessing a good memory).

Discourse-based approaches to metaphor such as [9]
and [2] do not account for map-transcending entities,
but they usually assume that there is some straight-
forward correspondence between the concepts in the
source and target domains. Moreover, it seems that
in some cases the inference of discourse relations is
not enough to interpret some utterances. At the same
time, a computational account of metaphor should ad-
dress the occurrence of metaphor in discourse.

4 VNMAs in ATT-Meta

Previous work [14] has shown evidence that there are
metaphorical aspects (relations between events such
as causation and event properties such as rate and du-
ration) that, subject to being called, invariantly map
from source to target whatever metaphorical view is
being used. We refer to these type of mappings as
VNMASs. The VNMASs are a central component of the
ATT-Meta approach and AI System to metaphor in-
terpretation previously presented by our group [5].

ATT-Meta [5] is an AI System and approach to
metaphor interpretation that, apart from providing
functionalities such as uncertainty and conflict han-
dling, introduces two features central to the interpre-
tation of metaphorical utterances such as (1) and (2):
Instead of attempting the creation of new mappings to
extend an existing metaphorical view, ATT-Meta em-
ploys query-driven reasoning within the terms of the
source domain using various sources of information in-
cluding world and linguistic knowledge. The nature of
source domain reasoning in metaphor interpretation
has not previously been adequately investigated, al-
though a few authors have addressed it to a limited
extent [9, 12, 13].

By means of VNMAs and source domain reasoning
it is possible to reach an interpretation of ( 3) without
necessarily needing a rhetorical relation such as Con-
trast to guide the reasoning. Thus, linguistic knowl-
edge and source domain reasoning about ‘pebbles’ may
establish that they are small, and a very frequent as-
sociation of unimportant entities with “small size” al-
lows the defeasible inference that something is low,
inferior, limited in worth (see Wordnet or any other
lexical database). Using a Value-Judgment VNMA to
express that “Levels of goodness, importance, etc., as-
signed by the understander in the source domain map
identically to levels of goodness, etc.”, we can con-
vey the meaning that Sam is limited in worth (worth-
less). Of course, the interpretation of (3) will vary if
we change the discourse context.

Following this, and subject to the appropriate con-
textual query to be provided by the discourse, size-
related features might be transferred in our approach
by a Physical Size VNMA; in an appropriate context
(6) could also be used to convey that John has a good
memory and that Mary is cunning. In this case, forget-
fulness could be seen a tendency to perform a mental
act of a certain type and non-forgetfulness could be
handled by a Negation VNMA, Mental states VNMA
and a Event-Shape VNMA (for tendencies).

It may well be possible that studying the interac-
tion between VNMAs and discourse relations may al-
low us to naturally extend the study of metaphor to
discourse. For example, in cases such as (6) both VN-
MAs and rhetorical relations would be needed in or-
der to give a full account of its interpretation. The
interaction between VNMAs and rhetorical relations
is particularly clear when we consider cases of tem-
poral metaphor (see Glasbey et al. [7] for details on
temporal metaphor and discourse structure).
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5 Source Domain
and VNMAs

(1) “McEnroe starved Connors to death.”

Reasoning

Assuming a commonsensical view of the world and if
(1) is being used metaphorically to describe the re-
sult of a tennis match, a plausible target interpre-
tation would be that McEnroe defeated Connors by
performing some actions to deprive him of his usual
playing style. In the ATT-Meta approach, source do-
main inferencing produces a proposition to which we
may apply a mapping to transfer that information.
Thus, and assuming a commonsensical view of the
world, a source domain meaning would be that McEn-
roe starved Connors to death in a biological sense.
The source domain reasoning can then conclude that
McEnroe caused Connors’s death by depriving or dis-
abling him. Leaving some details aside, the partial log-
ical form (in the source domain) of the metaphorical
utterance (1) may be represented as follows (without
taking into account temporal issues):

(1) 3z,y,e(McEnroe(x) AConnors(y) Astarve—to—
death(e, x,y))

This says that there is an event e of x starving y to
death (we use the notion of event 4 la Hobbs [9] to
describe situations, processes, states, etc.). It may be
suggested that if we were trying to map the partial ex-
pression (i), its correspondent proposition in the target
could be expressed by this formula:

(il) Jz,y,e(McEnroe(x) A
de feat(e, z,y))

Connors(y) A

According to this, the event of = defeating y in the
target would correspond to the event of x starving y
to death in the source. However, by saying “McEnroe
starved Connors to death” instead of simply “McEn-
roe killed Connors” the speaker is not merely intending
to convey that McEnroe defeated Connors, but rather
something related to the manner in which Connors
was defeated. Following this, starving may be decom-
posed into the cause e; and its effect, namely, “being
deprived of food”:

(iii) 3x,y, z,e1, e, e3(McEnroe(z) A Connors(y) A
food(z) A starve(ei,z,y) A death(es,y) A
deprived(es,y, z) A cause(e, e3))

Note that by factoring out “starving to death” in this
way we not only distinguish the cause from the effect
but doing so allows us to establish a relation between
“death” in the source to “defeat” in the target us-
ing the known mapping in DEFEAT AS DEATH (and
possibly “starving” to “McEnroe’s playing” although
we will not press this issue here).

Now, by means of lexical information regarding
“starving”, it can be inferred that McEnroe deprived
Connors of a necessity (see, e.g., Wordnet), namely,
of the food required for his normal functioning (the
NECESSITIES AS FOOD metaphorical view would
provide mappings to transfer food to the type of shots
that Connors needs to play his normal game). In other

words, Connors is defeated by the particular means of
depriving him of a necessity (food) which means that
being deprived causes Connors’s defeat. This fits well
with the interpretation of (1) where McEnroe’s play-
ing deprived Connors of his usual game. Moreover,
linguistic knowledge also provides the fact that starv-
ing someone to death is a gradual, slow process. The
result of source domain inferencing may be represented
as follows:

(iv) Jz,y, 2,1, e2,es(McEnroe(x) A Connors(y) A
food(z) A starve(er,z,y) A death(ea,y) A
deprived(es, y, z) A cause(ey, e3) A cause(es, €2) A
rate(ey, slow))

‘Slow’ refers to a commonsensical source domain con-
cept related to the progress rate of starving. Now, the
existing mapping DEFEAT AS DEATH can be applied
to derive, outside the source domain, that McEnroe
defeated Connors, but no correspondences are avail-
able to account for the fact that McEnroe caused the
defeat of Connors by depriving him of his normal play.
Furthermore, the same problem arises when trying to
map the slow progress rate of a process like starving.

In the ATT-Meta approach to metaphor interpreta-
tion, the mappings of caused and rate discussed above
are accomplished by the type of invariant mappings
that we specify as VNMAs (the Causation and Rate
VNMAS, respectively; see [14] for an informal but de-
tailed description of a number of VNMAs). VNMAs
account for the mapping of aspects of the source do-
main that do not belong to a specific metaphorical
view but that often carry an important informational
contribution (or even the main one) of the metaphor-
ical utterance. These source domain aspects can be
captured as relationships and properties (causation,
rate, etc.) between two events or entities that, sub-
ject to being called, identically transfer from source to
target.

Summarizing, the following processes, amongst
others, are involved in the understanding of map-
transcending utterances: 1) Construction of source do-
main meaning of the utterance. 2) Source-domain rea-
soning using the direct meaning constructed in 1) with
world and linguistic knowledge about the source do-
main. 3) Transfers by application of specific mappings
in metaphorical views and often invariant mappings
specified as VNMAs.

6 Description of VNMASs

By using VNMASs and source domain inference, we do
not need to extend the mappings in the metaphori-
cal view to include information about “depriving of
a necessity”, “food” or “causing Connors’s death”.
VNMAs transfer those properties or relations between
mappees that are view-neutral. Moreover, VNMASs are
parasitic on the metaphorical views in the sense that
they depend on some mappings to be established for
the VNMASs to be triggered. That is why VNMAs
are merely “adjuncts”. VNMAs can also be seen as
pragmatic principles that guide the understanding of
metaphor by transferring aspects of the source domain
that remain invariant.
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In example (1), there are two VNMAs involved
in the transfer of the causation and the “slowness”,
namely, the Causation and Rate VNMAs which are de-
scribed below. Additionally, we also discuss a VNMA
related to the temporal order of events (others are de-
scribed in [4, 14]).

6.1 Causation/Ability

The idea is that there are relationships and proper-
ties (causation, (dis)enablement, etc.) between two
events or entities that identically transfer from source
to target. We use the — symbol to express that this
mapping is a default.

Causation/Ability VNMA: “Causation, pre-
vention, helping, ability, (dis)enablement and
easiness/difficulty relationships or properties of events
between events or other entities in the source domain,
map to those relationships between their mappees
(if they have any) in the target.” The invariant
mapping involved in the interpretation of (1) could
be represented as follows:

Causation: Vey,ea(cause(er, €2)source —

cause(e1 ) eQ)ta'r'get)

As an additional note, the specific mapping of each
event or state variable does not depend on the VNMA
but on the metaphorical view in play. For example,
if we consider the contemporary situation in which
McEnroe and Connors are tennis pundits on TV, we
may need a metaphorical view such as ARGUMENT
AS WAR to interpret the utterance “McEnroe starved
Connors to death”. In other words, VNMAs do not
themselves establish the mappees between source and
target.

6.2 Rate

Rate: “Qualitative rate of progress of an event in the
source domain maps identically to qualitative rate of
progress of its mappee. E.g., if an event progresses
slowly (in the context of the everyday commonsensi-
cal world), then its mappee progresses slowly (in the
target context)”.

Consider the following utterance:

(7) My car gulps gasoline.

Briefly, the metaphorical view involved is MA-
CHINES AS CREATURES, that maps biological ac-
tivity to mechanical activity. Source domain reasoning
may be performed along the following lines: It can be
inferred that gasoline helps the car to be alive, there-
fore, it helps the car to be biologically active. The
Causation/Ability VNMA (which deals with helping)
combined with the above metaphorical view provide
the target domain contribution that gasoline helps the
car to run. Given that we can assume that an act
of gulping is normally moderately fast the use of the
Rate VNMA allows us to conclude that the car’s use
of gasoline is moderately fast. The logical form of this
VNMA is could be expressed as follows:

Rate: Ve, r(rate(e, r)source — T0te(€,7)target)

If the rate an event e in the source is r, then the
rate maps to the mappee event in the target, that is,
it also has rate r; r refers to the qualitative rate of
progress or duration of an specific event e.

6.3 Time-Order

Time-Order: “The time order of events in a source
domain is the same as that of their mappee events, if
any”.

Time-order is quite useful for map-transcending ex-
amples such as

(8) McEnroe stopped hustling Connors.

We might infer in the source domain that McEnroe
was once hustling Connors which would be transferred
by the Time-Order VNMA. For the formalization of
this VNMA, we say that if event e; precedes event e
in the source, then the mappee events in the target
exhibit the same ordering.

Time-Order: Ve, ex(precede(er, €2)source —

precede(el ) e2)ta'rget

7 Metaphor in a Semantic

Framework

Embedding the VNMASs in a semantic framework for
metaphor interpretation is useful as a first step to-
wards their implementation as default rules in the
ATT-Meta system, but it is also interesting in its own
right to show the contribution that the ATT-Meta ap-
proach can make towards a semantics of metaphor.
In the somewhat simplified discussion on the source
domain reasoning and VNMAs employed in the inter-
pretation of (1), we have not stressed the fact that
actually the source domain reasoning performed by
the ATT-Meta system is query-driven. Although in
previous sections we used various sources of contex-
tual information to license certain source domain infer-
ences, we have only considered isolated metaphorical
utterances, and metaphor understanding has been il-
lustrated as a process of forward reasoning from the di-
rect meaning of utterances (in the source domain) and
then the application of various metaphorical mappings
to the result of source domain reasoning to arrive at
the informational contributions in the target. More-
over, other possible inferences that could be drawn
were ignored without specifying any principles or crite-
ria whereby the reasoning could be guided towards the
particular informational contributions discussed. The
notion of discourse-query-directed reasoning provides
such a guidance. When analyzing previous examples,
we assume that the surrounding discourse context sup-
plies queries that guide source domain reasoning in
broadly the reverse order to that in which we described
them in section 5. Other authors such as Hobbs [9]
and Asher and Lascarides [2] also acknowledge the im-
portance of context-derived reasoning queries play an
important role in the interpretation of metaphorical
utterances.

We are not claiming that query-directed reasoning
may be the only type of reasoning involved in the
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processing of metaphor, but it seems to be partic-
ularly important in the processing of connected dis-
course. Although the ATT-Meta system at present
works with single-sentence utterances (albeit with the
aid of discourse-query-directed reasoning), an aim for
future versions is to extend it to the processing of dis-
course, and the semantic framework will need to allow
for this.

We have been using various sources of contextual
knowledge that interact in the processing of the utter-
ance: a) View-specific mappings provided by the rel-
evant metaphorical views (DEFEAT AS DEATH and
NECESSITIES AS FOOD); b) Linguistic and contex-
tual information necessary for source domain reason-
ing; c¢) Relations and properties between events such
as causation and rate that are inferred in the source;
d) VNMASs that transfer event relations and properties
from source to target; and finally, e) Rhetorical rela-
tions that take into account the structure of discourse.
In our view, a suitable approach to metaphor in dis-
course should include at least these five components.

7.1 Semantics for the ATT-Meta ap-

proach

Metaphor is a highly contextual phenomenon, and
one of the most interesting semantic approaches
that model context are dynamic semantics such as
Segmented Discourse Representation Theory (SDRT)
[3]. Specifically, we adapt the semantic representation
procedure of SDRT to build Segmented Discourse
Representation Structures (SDRSs) consisting of the
result of source domain reasoning. The conclusion of
source domain inference can in turn be mapped to
the target by using various view-specific mappings
and VNMAs. In other words, we can see the source
SDRS as the input for what the ATT-Meta system
does when interpreting metaphor — it will reason with
it, producing an output of inferred target facts which
we may also represent by means of an SDRS. The
result of reasoning in the source domain to interpret
(1) would now looks as follows:

a, B,
Z,Y, €1
ol McEnroe(z) 8 °2
Connors(y) death(e2,y)
starve(e1, z,y)
—
€3,z
v food(z)

deprived(es, y, z)

cause(q, y)

cause(y )
rate(a,slow)

where « and 3 are labels for DRSs representing events
and — mappings (VNMAs and central mappings)
needed in the interpretation of the metaphorical
utterance. Importantly, the VNMAs would pick upon
aspects such as causation and rate from the source
to transfer them to the target producing an output
which could also be represented as a SDRS:

a, B8,
x,Y,e1
McEnroe(x) e
a B4
Connors(y) defeat(ez, y)
tennis-play(e1, =, y)

e3,2

v necessity(z)
deprived(es, y, z)

cause(a, y)

cause(7,3)
rate(a,slow)

Note that this formal representation integrates the
systematicity of mapping invariantly certain aspects of
metaphorical utterances by formulating them as rela-
tions and properties of events that can be represented
as relations and properties of DRSs. For this purpose
we will need to modify the construction rules of SDRSs
to be able to infer properties and relations involving
individuals (z,y,...) and not only DRSs’ labels such
as o and (. In addition to this, we need to capture the
interaction of the various sources of information used
(linguistic knowledge, world knowledge, etc.) to infer
causation and rate in the source domain. Thus, we
partially adopt SDRT formal framework to represent
ATT-Meta’s source domain reasoning, event relations,
event properties and VNMAs with the purpose of de-
veloping a semantic account of metaphor interpreta-
tion.

7.2 Discourse Contexts

Source domain reasoning partially relies on infer-
ences provided by the discourse context and linguis-
tic and world knowledge. In the ATT-Meta system,
world knowledge roughly corresponds to source do-
main knowledge. On the one hand, we have been
using our commonsensical knowledge about McEnroe
and Connors to interpret example (1) as metaphori-
cally describing a tennis match. On the other hand,
linguistic knowledge is used to pretend that the di-
rect meaning of the metaphorical utterance is true,
which allows us to derive causation and rate. Thus,
we assume that the understander possesses some world
knowledge that provides information about “starving
someone to death”:

e If e3 where y is deprived and e; where x starves
y are connected, then by default, e; causes es.

e If es where y dies and e3 where y is deprived are
connected, then by default, e3 causes es.

e If e; where x starves y, then by default, the rate
of progress of ey is slow.

Furthermore, common sense about causation tells
us that “if e; causes e3 then es does not occur before
e1”. Following this, the knowledge needed to interpret
example (7) needs to include the that the drinking rate
is fast:

If e where = gulps, then by default, x in e drinks
moderately fast.
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SDRT specifies where in the preceding discourse
structure the proposition introduced by the current
sentence can attach with a discourse relation. In or-
der to do that, it is necessary to provide a set of rules
for the understander to infer which discourse relation
should be used to do attachment. We adopt a simi-
lar notation to represent discourse update (see [3] for
details on the discourse update function) so that de-
feasible knowledge about causation, rate, temporal or-
der, etc., allows the inference of source domain event
relations and properties.

Let us suppose that in a context (source domain) w
we want to attach some event denoted by 3 to a, such
that (w,«, ). This update function can be read as
“the representation w of a text so far is to be updated
with the representation 8 of an event via a discourse
relation with o” [3]. Let ~» represent a defeasible con-
nective as a conditional, and let ev(a) stand for “the
event described in «”; although ev(a) is quite simi-
lar to the notion of main eventuality me defined by
Asher and Lascarides [3], we do not commit to other
assumptions of their theory.

Thus, some of the source domain knowledge about
causation in (1) discussed above could now be repre-
sented as follows:

(w, a, BYdies(connors, ev(3)) A starves(meenroe,
connors, ev(a)) ~ cause(ev(a), ev(f))

We can then infer in the source a causation relation
between « and J if the event represented in o normally
causes [:

Causation: (w,a, 8) A (cause(ev(a),ev(B)) ~»
causation(a, 3)

Note that ‘cause’ refers to the epistemic notion of
one event causing another, whereas ‘causation’ refers
to an inferred semantic relation between segments of
discourse or, in other words, between semantic repre-
sentation of events by means of DRSs. In order to in-
clude properties (and not only relations) in this frame-
work, we assume a conceptualist point of view and con-
sider that properties such as rate or value-judgement
denote concepts (fast, slow, good, bad) which may cor-
respond to the absolute rate in a commonsensical view
of the world. Its representation in our semantic frame-
work could be defined by adding an extra clause to the
definition of DRS-formulae:

e If P is a property symbol and a and r are an
episode label and a property label respectively,
then P(«,r) is an DRS-formula (see [3] for the
complete definitions of DRS-formulae and SDRS
construction).

Thus, a rule encoding contextual knowledge to in-
fer rate in the source would look as follows (note that
when considering event properties we only need to con-
sider one DRS « in our rules, even though a discourse
usually consists of one or more DRSs):

(w, a)gulps(car, gasoline, ev(a)) ~ fast(ev(a))

Supported by this rule we can then infer an event
property in the source for its subsequent transfer to
target via the Rate VNMA (when the Rate VNMA is
instantiated):

Rate: (w, a)(fast(ev(a)) ~ rate(a, fast)

7.3 VNMASs and Rhetorical Relations

We are now ready to extend the use the VNMASs intro-
duced in section 6 and the above points about source
domain inferencing and contextual knowledge to offer
SDRT-based semantic representations, based on the
ATT-Meta approach to metaphor, for discourse ex-
amples. For simplicity of exposition, we leave out any
details not directly relevant to the discussion on VN-
MAs. Consider the following variation of (1):

(Ib) Connors collapsed as McEnroe starved him to
death.

(1b) suggests that the cause or explanation of the col-
lapsing of Connors is the “starving of Connors” which
precedes Connors’s collapsing. Without going into
many details (see [3]) the two main clauses of the dis-
course are linked by the Explanation rhetorical rela-
tion. This means that in order to interpret fully (1b)
we need to take into account both the metaphorical
aspects and its structure. Leaving aside the specific
metaphorical meaning of ’collapse’ and pro-nominal
issues, the result of source domain reasoning for (1b)
could be represented as follows:

a? /67 Fy? 6
z,Y,e1
G ¢4 McEnroe(z)
84 Connors(c) @ him(y)
collapse(eq, c) starve(e1, z,y)
c=y
, o €3,z
: Rt food(z)
M deprived(es, y, z)
cause(a, v),cause(y,3)
rate(a,slow),Explanation(d,a)

Thus, inferring Explanation allows us to conclude
that being starved to death explains Connors collaps-
ing. The following example will allow us to show how
our approach deals with coordination and temporal
precedence discussed in examples (6) and (8):

(1c) Connors collapsed and McEnroe stopped hustling
him.

In terms of discourse structure, we follow Txurruka’s
approach [8]: ‘and’ marks a Coordination relation
between the conjuncts, blocking any other plausible
interpretation of (1c) such as Result (the second
conjunct will be the result of the first one). If we
also consider the metaphorical analysis offered while
discussing example (8), the result is the following
semantic structure representing the conclusion of
source domain reasoning:
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a’ﬁ76

Z,Y,€e1
McEnroe(x)
him(y)
hustling(e1, z, y)
z=y

Z,€3

>

Connors(z) o
collapse(es, z)

e2
stopping(ez, =)

precede(c, 3)
Coordination(d, 3)

Summarizing, the semantic framework outlined in
this section consists of: (i) DRSs and SDRSs con-
sisting of events, individuals, states, etc. They can
be thought of as situations or as representation struc-
tures as in dynamic semantics. A context consists of
one or more DRSs, DRSs relations and properties; (ii)
Event relations and properties such as causation, rate,
time-order, etc inferred in the source domain for the
systematic transfer of certain type of information con-
veyed by metaphorical utterances. The transfer of this
type of information via VNMASs is a contribution of
the ATT-Meta approach to metaphor interpretation
[4, 14]; (iii) Rhetorical relations to address the struc-
ture of discourse and provide a more complete analysis
of metaphor occurring in discourse.

8 Concluding Remarks

This paper investigates the formalization and semantic
representation of the ATT-Meta approach to metaphor
interpretation. The ATT-Meta approach is backed up
by a powerful implementation that performs sophisti-
cated reasoning to interpret metaphorical utterances.
We have focused on description and formalization of
several VNMAs, mappings for the systematic trans-
ference of invariant aspects from source to target. We
have shown how a dynamic semantic approach can be
adapted for these purposes to offer an unified semantic
representation of ATT-Meta’s view of metaphor inter-
pretation.

Map-transcending entities pose a problem for sev-
eral analogy-based approaches to metaphor interpre-
tation, both from a computational and a theoretical
point of view. With respect to the computational ap-
proaches, theories of metaphor interpretation based on
analogy [6, 10] usually require a conceptual similar-
ity between the source and the target domains. Map-
transcending entities need to be mapped by extending
on the fly the metaphorical views with new correspon-
dences. We have argued that this strategy is both
computationally expensive and in some cases, plainly
impossible.

Formal semantic approaches [3] do not account for
metaphorical utterances including map-transcending
entities. Other works [9, 12, 13] have addressed source
domain reasoning to a limited extent, but its role in
metaphor interpretation has not previously been ade-
quately investigated. Moreover, map-transcending en-
tities pose a problem for analogy-based approaches to
metaphor interpretation [6], which usually require a
conceptual similarity between the source and the tar-
get domains.
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Abstract

Multilingual corpora are becoming an essential resource for
work in multilingual natural language processing. In this
article, we report on our work on applying hierarchical
agglomerative clustering (HAC) to a large corpus of
documents where each appears both in Bulgarian and
English. We cluster these documents for each language and
compare the results both with respect to the shape of the
tree and the content of clusters produced. Further, we study
the effects of reducing the set of terms used for clustering.
On the data available, the results of clustering one language
resemble the other, provided the number of clusters
required is relatively small. Reducing the number of terms
used appears a viable strategy for English, but is not
acceptable for Bulgarian. These results can be used to
design information retrieval (IR) strategies where NLP
tools are not available for the language of interest, but the
documents in question have been translated to a language
for which such tools exist.

Keywords
Multilingual NLP, evaluation, corpus-based language
processing, bilingual parallel clustering

1. Introduction

Effective and efficient document clustering algorithms
play an important role in providing intuitive navigation
and browsing mechanisms by categorizing large amounts
of information into a small number of meaningful
clusters. In particular, clustering algorithms that build
illustrative and meaningful hierarchies out of large
document collections are ideal tools for their interactive
visualization and exploration, as they provide data-views
that are consistent, predictable and contain multiple
levels of granularity. There has been a lot of research in
clustering text documents. However, there are few
experiments that examine the impacts of clustering
bilingual parallel corpora, possibly due to the problem of
the availability of large corpora in translation, i.e. parallel
corpora. Fortunately, we have obtained a large collection
of over 20,000 pairs of English-Bulgarian documents that
form our bilingual parallel corpus. Compared to a
clustering algorithm based on a single language, applying
clustering to the same documents in two languages can be
attractive for several reasons. Firstly, clustering in one
language can be used as a source of annotation to verify
the clusters produced for the other language. Secondly,

" The work was fully funded by a grant provided within the project
BIS-21++ at the Institute for Parallel Processing, Bulgarian Academy
of Sciences. BIS-21++ is a project funded by the European
Commission in FP6 INCO via contract no.: INCO—~CT-2005 -016639.

Elena Paskaleva
Bulgarian Academy of Sciences
Sofia, Bulgaria
hellen@lml.bas.bg

combining results for the two languages may help to
eliminate some language-specific bias, e.g., related to the
use of homonyms, resulting in classes of better quality.
Finally, the alignment between pairs of clustered
documents can be used to extract words from each
language and can further be used for other applications,
such as cross-linguistic information retrieval (CLIR) [5].

The aim of the experiments presented in this paper is to
investigate the effect of applying a clustering technique
to parallel multilingual texts. Specifically, the aim is to
introduce the tools necessary for this task and display a
set of experimental results and issues, which have
become apparent. In this paper, we provide the
comparison results of clustering parallel corpora of
English-Bulgarian texts in three main areas: English-
Bulgarian cluster mappings, English-Bulgarian tree
structures and the extracted most representative terms for
English-Bulgarian clusters. Additionally, the effect of
term reduction on the cluster mappings is examined.

Chapter 2 covers some of the background about the
vector space model representation of documents and the
hierarchical agglomerative clustering method. Chapter 3
explains the experimental design set-up and the
experimental results are outlined in Chapter 4. Chapter 5
concludes this paper by suggesting what can be done to
improve the hierarchical agglomerative clustering of
bilingual parallel corpora of English-Bulgarian.

2. Background
2.1 Vector Space Model Representation

We use the vector space model [2], where a document is
represented as a vector in n-dimensional space (n =
number of different words). Here, documents are
categorized by the words they contain and their
frequency. Before obtaining the weights for all the terms
extracted from these documents, stemming and stopword
removal is performed. Stopword removal eliminates
unwanted terms and thus reduces the number of
dimensions in the term-space.

tidf = tf(t,d) - idf(t) (1)

.

idf(t)y = log afit) (2)
sim@i, ) = (d; )/l ) 3)
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Weights are assigned to indicate the importance of a
word in characterizing a document as distinct from the
rest of the corpus. Each document is viewed as a vector
whose dimensions correspond to words or terms
extracted from the document. The component magnitudes
of the vector are the tf-idf weights of the terms. In this
model, tf-idf (1) is the product of term frequency tf(t,d),
which is the number of times term t occurs in document
d, and the inverse document frequency, equation (2),
where |D| is the number of documents in the complete
collection and df(t) is the number of documents in which
term t occurs at least once.

2.2 Hierarchical Agglomerative Clustering
In this work, we concentrate on hierarchical
agglomerative clustering (HAC). Unlike partitional
clustering algorithms that build a hierarchical solution
from top to bottom, repeatedly splitting existing clusters,
HAC builds the solution by initially assigning each
document to its own cluster and then repeatedly selecting
and merging pairs of clusters, to obtain a single all-
inclusive cluster, generating the cluster tree from leaves
to root [3]. The main parameters in HAC algorithms are
the metric used to compute the similarity of documents
and the method used to determine the pair of clusters to
be merged at each step.

Table 1. Statistics of Document News and Features

Category Laneuace Total Avg. | Different
(Num Docs) 8U38¢ | Words |Words | Terms

News briefs Enghsh 279,758 152 8,456

(1835) | Bulgarian | 288,784 | 157 | 15,396

Features | English | 936,795 | 431 | 16,866

(2172) | Bulgarian | 934,955 | 430 | 30,309

The cosine distance, equation (3), is used to compute the
similarity between two documents d; and d;. The two
clusters to merge at each step are found using the average
link method. In this scheme, the two clusters to merge
are those with the greatest average similarity between the
documents in one cluster and those in the other.

Given a set of documents D, one can measure how
consistent the results of clustering for each of the
languages to which these documents are translated in the

following way. The clusters produced for one language
are used as ‘gold standard’, a source of annotation
assigning each document in the set D a cluster label L
from the list L,;; of all clusters for that language.
Clustering in the other language is then carried out and
purity' [6], equation (5), used to compare each of the
resulting clusters CeCarL to its closest match among all
clusters Larr.

3. Experimental Design

In this experiment, there are two categories of parallel
corpora (News Briefs and Features) in two different
languages, English and Bulgarian. In both corpora, each
English document E corresponds to a Bulgarian
document B with the same content, see Table 1. It is
worth noting that the Bulgarian texts have a higher
number of terms after stemming and stopword removal.
The process of stemming English corpora is relatively
simple due to the low inflectional variability of English.
However, for morphologically richer languages, such as
Bulgarian, where the impact of stemming is potentially
greater, the process of building an accurate algorithm
becomes a more challenging task [1]. In this experiment,
the Bulgarian texts are stemmed using the BulStem
algorithm [1] and the English documents are stemmed
using a simple affix removal algorithm. Figure 1
illustrates the experimental design set up. The documents
in each language are clustered separately according to
their categories (News Briefs or Features) using HAC).
The output of each run consists of three elements: a list
of terms characterizing the cluster, the cluster members,
and the cluster tree for each set of documents. The next
section contains a detailed comparison of the results for
the two languages based on these issues.

4. Experimental Results

4.1 Mapping of English-Bulgarian cluster

memberships

In a first experiment, every cluster in English is paired
with the Bulgarian cluster with which it shares the most
documents. The same is repeated in the direction of
Bulgarian to English mapping. Two precision values of
these pairs are then calculated, the precision of the
English-Bulgarian mapping (EBM) and that of the
Bulgarian-English mapping (BEM). Figures 2—5 show
the precisions for the EBM and BEM for the cluster
pairings obtained with varying numbers of clusters, k (k
=10, 20, 40) for each of the two domains, News Briefs
and Features. The X axis label indicates the ID of the
cluster whose nearest match in the other language is
sought, while the Y axis indicates the precision of the

U Precision is the probability of a document in cluster C being labelled
L. Purity is the percent of correctly clustered documents.
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best match found. For example, in Figure 2, EN cluster 7
is best matched with BG cluster 6 with the EBM mapping
precision equal to 58.7% and BEM precision equal to
76.1%.
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Figure 1. Experimental set up for parallel clustering task

A final point of interest is the extent to which the
mapping EBM matches BEM. Table 3 shows that
alignment between the two sets of clusters is 100% when
k = 10 for both domains, News Briefs and Features.
However, as the number of clusters increases, there are
more clusters that are unaligned between the mappings.
This is probably due to the fact that Bulgarian documents
have a greater number of distinct terms. As the Bulgarian
language has more word forms to describe English
phrases, this may affect the computation of weights for
the terms during the clustering process.

It is also possible to study the purity of the mappings.
Table 2 indicates the purity of the English-Bulgarian
document mapping for various values of k. This measure
has only been based on the proportion of clusters that
have been aligned, so it is possible to have a case with
high purity, but a relatively low number of aligned pairs.

Table 2. Degree of Purity for Cluster Mapping for English-
Bulgarian Documents

Category k=5 | k=10 | k=15 | k=20 | k=40
News briefs 0.82 | 0.63 | 0.67 | 0.65 | 0.59
Features N/A | 0.77 | N/A | 0.61 | 0.54
Table 3. Percentage Cluster Alignment
Category k=10 k=20 | k=40
News briefs 100.0% 85.0% 82.5%
Features 100.0% 90.0% 80.0%
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Figure 2. Ten clusters, Features corpus.
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Figure 3. Ten clusters, News Briefs corpus.

4.2 Comparison of HAC Tree Structures
The cluster trees obtained for each language are reduced
to a predefined number of clusters (10, 20 or 40) and
then the best match is found for each of those clusters in
both directions (EBM, BEM). Here we would only pair a
Bulgarian cluster Cgg with an English cluster Cgy if they
are each other’s best match, that is, Cgg —BEM— Cgn
and Cpyn—EBM— Cgg.

The pair of cluster trees obtained for each are compared
by first aligning the clusters produced from both sets of
documents and then plotting the corresponding tree for
each language. Figure 8 and Figure 10 illustrate that
when k = 10, all clusters can be paired, and the tree
structures for both the English and Bulgarian documents
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Figure 4. Twenty clusters, Features corpus.
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Figure 7. Twenty clusters, News Briefs corpus.

are identical (although distances between clusters may
vary). However, when k = 20, there are unpaired clusters
in both trees, and after the matched pairs are aligned, it is
clear that the two trees are different. We hypothesise that
this may be a result of the higher number of stems
produced by the Bulgarian stemmer, which demotes the
importance of terms that would correspond to a single
stem in English.

4.3 Comparison of Terms Extracted from
English and Bulgarian Clusters

The ten most representative terms that describe the
matching English and Bulgarian clusters have a similar
meaning as illustrated in Tables 4 and 5. The only
notable exception is listed in column 2 of Table 4, where
all top Bulgarian terms are related to the topic of bird flu,
whereas the English terms are split between this topic
and the one of Olympic games. This difference
disappears when the number of clusters is increased to 20
(and a consistent bird flu 195/205¢ pair of clusters is
formed).

4.4 Term Reduction

Having seen in the previous experiment that the most
representative words for each cluster are similar for each
language, an interesting question is whether clustering
using only these words improves the overall accuracy of
alignment between the clusters in the two languages. The
intuition behind this is that, as the words characterizing
each cluster are so similar, removing most of the other
words from consideration may be more akin to filtering
noise from the documents than to losing information.

The clustering is rerun as before, but with only a subset
of terms used for the clustering. That is to say, before the
tf-idf weights for each document are calculated, the
documents are filtered to remove all but n of the terms
from them. These n terms are determined by first
obtaining 10 clusters for each language, and then
extracting the top 10 (resp. 50) terms which best
characterise each cluster, with the total number of terms
equals to at most 10 x 10 =100 (resp. 10 x 50 = 500).

The results of comparing clusters in English and
Bulgarian are shown in Table 6. These clearly indicate
that as the number of terms used in either language falls,
the number of aligned pairs of clusters also decreases.
While term reduction in either language decreases the
matching between the clusters, the effect is fairly minimal
for English and far more pronounced for Bulgarian. In
order to seek to explain this difference between the
languages, it is possible to repeat the process of aligning
and calculating purity, but using pairs of clusters from the
same language, based on datasets with different levels of
term reduction. The results of this are summarised in
Table 7

This table demonstrates that, for both languages, as the
number of terms considered decreases, the -clusters
formed deviate further and further from those for the
unreduced documents. While the deviation for English is
quite low (and may indeed be related to the noise
reduction sought), for Bulgarian reducing the number of
terms radically alters the clusters formed. As with earlier
experiments, the high morphological variability of
Bulgarian compared to English may again be the cause of
the results observed.

RANLP’2007 - Borovets, Bulgaria 27



o= ey

o

I 1 WM MR WMT arT e 4l w1 DEEEEEE GO EE]E) s uate
0 O CA 00 00 GO 6 00 0 " s ek e wew me
- ——— OO0 DODERENEHE0PEEEEE

I n e

Figure 8. Ten clusters, Features corpus. Figure 9. Twenty clusters, Features corpus.

Table 4. Top ten terms for pairs of English and Bulgarian clusters (k = 10, all paired)

1 2 3 4 5 6 7 8 9 10
macedonia olymp eu kosovo turkei tribun serbia bih bulgarian croatia
macedanian bird albania provinc turkish crime serhian rs bulgaria croatian
tw flu albanian statu erdogan war montenegro ashdown mediapool  |gotoving
al game romania unmik eu milogey mladic novin sofia hina
skopj test minist serh ankara trial belgrad nezavisn hitv zagreb
veshik medal countri pristina cypru court tanjug repres irag list
utrinski greek cent albanian cypriot prosecutor (92 pb bta sanad
makfax athen european belgrad anadolu hagu minist high paranay YRCE]i
creenkovski greec nato jessen agenc bosnian zoran republika minist ant
mia bronz hih petersen greek serh kostunica stpska trud hrt

2 10 1 4 5 3 6 7 8 9
MAaRETOHK TPHIT anfa ROCOE TY I TpufyHANL [Dopa pe BEIrapckE (XBpEAT
MAaRSIOHC K TITHUH ec IpOBMHITM TYpCR OpeCTEON |cBpBMS Brx Brarapm XEPBATCR
i1 TITHITH ISP TH CTRTYT EpooOnSH MHIOWEBMY (UepHa SN ST H Hpar NOTOBEMH
UBEPEESHROBCK |BHMpYC DYHEHM TP MIME e O0H MITA I npencTaEMTEN |(codia XHHA
CROIHE HEN1 HATO HHMHE SHKAPD BOSHHM cepfua-UepH |[cprBor BTE JIMCT
TE nefen MMHMCT KOCOBCE KMIIED cpricE Bennpan HESaABMCH MEDMAIyN |Sarpef
BYUROBCE OTHYUKMA |OPVDH HECEH-NIETEPCEH |AHATOICE OB BHH cpefomR HOBMH OEPEAHOE |CaHaIep
VTPHHCE COyUAaM  (IpaBMTEICTE (00H ANEHITM n [al=F1 nfic BHT e
MarbaRre MEDTE HOBMH cpeficR HHITBENCE Kans TSHIOD pemyEm [aby=1 MECH
TpaﬁKDBCK il g MAaKeOOHH EEJ'Il"pa.lI IIOHTE ec BEPXOB MHHHCT BEYED

Table S. Top ten terms for pairs of English and Bulgarian clusters (k =20, 17 are paired, only the first 9 are listed here)

1 2 3 4 5 6 7 8 9
macedonia olymp albanian cent kosowvo turkei en tribun serbia
macedonian =i albania ot prowvine turkish romania crime serbian
pits medal tirana 1t statu eu romanian war montenegro
al greek osc hih unmik ankara rompr milosev hoz
skop] athen elec hank serb erdogan minist trial tanjug
vesnik greec moisin deficit pristina acces wednesdai court dijindjiec
utrinski bronz ata govern alhanian istanbul croatia prosecutor parti
makfax won tuesdai imf helgrad menbership EuUropean hagu ZOoran
crvenkovski |men alfr undp jessen talk countri bosnian helgrad
mis stadium countri world petersen new acoes serh minist

3 2 8 1 6 7 15 5 10
MAaReToHN ONMMITHIC R anfa chpEBoR ROCOEB TYPITH PYMEHN ThHEVHAT nopa
HMAaRSOoHCE HELAT HATO MIH IpPOBEMHEIN TYPOR PYHMEBHCER IPECTEILI YepHa
Al STHH MaReIOHH NpABMTEICTE CTATYT ec pOMIOpec BOEHHK cepfua
UEPBEHROBCK | OJIMMITHAI e Beman OpPMUMHE SHRAD e [ala}:+ cepflua-deps
CROIME HMIODHT anfaHC kR OP¥TH HHMHME EPOODNSH TED MU HY ofBMHE cpefcR
TE DEDIIM THPRARH HOBMH ROCOBCE NperoBOD haiuds =lub g n Benrnpan
ByUROBCHE COete s MMEHCT % HeceH-Ie TeUISHETE HAaHH HEapanwm B9z
VTHHHCE MDD ROMMCH EBDO OO0H EIOPOCE o' RIOE OHTE redepeHIVM
Mandars BpoHSOB EBPONEHCE BHx cprefce HTE REITHHE oes TEI M
TpaHEOBCR RAaTENOHH ER NpENC TAREHTETT Bennpan THOT HACTAC HAra TEHOD

28

RANLP’2007 - Borovets, Bulgaria



Table 6. Number of aligned clusters and their purity for
reduced term clustering (k = 10)

Bulgarian Terms
All 500 100
é All 10 (74.9%) 4 (54.2%) 3 (53.0%)
é 500 9 (72.9%) 4 (46.0%) 3 (51.5%)
:%D 100 9 (70.3%) 4 (60.1%) 2 (75.5%)

Table 7. Number of aligned clusters and their purity for
reduced term datasets against the unreduced datset (k =10)

All 500 100
English 10 (100%) 10 (80.1%) 9 (74.2%)
Bulgarian 10 (100%) 4 (53.0%) 3 (53.0%)

5. Conclusions and Future Work

This paper has presented the idea of using hierarchical
agglomerative clustering on a bilingual parallel corpus.
The aim has been to illustrate this technique and provide
mathematical measures which can be utilised to quantify
the similarity between the clusters in each language. In
the paper, we have clustered a bilingual English-
Bulgarian corpus. The differences of all the clusters were
compared, based on the tree structures. We can conclude
that with a smaller number of clusters, k, all of the
clusters from English texts can be mapped into the
clusters of Bulgarian texts, with higher degree of purity.
In contrast, with a larger number of clusters, fewer
clusters from English texts can be mapped into the
clusters of Bulgarian texts, and the degree of purity is
very low. In addition, the tree structures for both the
English and Bulgarian texts are similar when k is
reasonable small (and identical for k< 10).

A common factor of all the aspects of parallel clustering
studied was the importance that may be attached to the
higher degree of inflection in Bulgarian. From the very
beginning, the significantly lower degree of compression
that resulted from stemming Bulgarian was noted. This
implies that there were a larger number of Bulgarian
words which expressed the same meaning, but which
were not identified as such. It is likely that this is one of
the factors responsible for decreasing the alignment
between the clusters for larger values of k.

To summarise, here we compared the results of clustering
of documents in each of two languages with quite
different morphological properties: English, which has a
very modest range of inflections, as opposed to Bulgarian
with its wealth of verbal, adjectival and nominal word
forms. (This difference was additionally emphasised by
the fact that the Bulgarian stemmer used produced results
which was not entirely consistent in its choice between
removing the inflectional or derivational ending.) The
clusters produced and the underlying tree structures were
compared, and the top 10 most representative terms for
each language and cluster listed. As most of the top

terms seemed to represent the same concepts in the two
languages, the possibility of restricting the number of
terms used to a much smaller than the original set was
considered as a way of making the results more robust
with respect to differences between languages and
speeding up clustering. The results show a slight decline
in performance (a drop of up to 10% in the clusters paired
and 4.6% lower cluster purity) when reducing the list of
English terms, and a catastrophic decline when this is
done for Bulgarian in the cases of 100 and 500 terms
studied. Knowing how well a cluster tree in one language
approximates the one for the same documents in another
language could provide guidance for the development of
IR approaches where a multilingual corpus of documents
is available, but one has access to natural language
processing tools only for one of them. In addition, we
have shown that when that language is English, one can
reduce the number of terms used without a great loss in
performance. This could help reduce the search space and
achieve a speed up when the term weights used by a
clustering algorithm are fine-tuned by machine learning
(e.g. a genetic algorithm) to obtain a tree of clusters in
one language that more closely matches the tree for the
other language, a novel approach we introduce in [10].
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Abstract

In this paper we introduce a method for auto-
matically assigning a subcategorization frame to
each verb in a grammar for deep parsing of Span-
ish. Our final objective is to learn a classifier to
assign subcategorization frames to previously un-
seen verbs for which this information is not avail-
able in a hand-made lexicon. To do that, we first
need to establish classes of equivalence of verbs
according to their subcategorization frames. In
this paper we describe how we apply cluster-
ing techniques to obtain coarse-grained subcat-
egorization classes from an annotated corpus of
Spanish and propose a methodology to evaluate
them for the application of assigning subcatego-
rization to previously unseen verbs.

1 Introduction

In this paper we introduce a method for automatically
assigning subcategorization frames to previously un-
seen verbs of Spanish, as an aid to automated deep
parsing. It is commonly believed that this kind of in-
formation can significantly improve the performance
of automatic parsers.

Our approach consists in extrapolating the be-
haviour of known verbs to unknown ones. To do that,
we first characterize the behaviour of the verbs anno-
tated in the SENSEM [6] corpus. Then, we apply clus-
tering techniques to generalize the behaviour of these
verbs, obtaining coarse-grained classes. These classes
group together verbs with similar syntactic behaviour,
that is, they represent distinct verbal subcategoriza-
tions. Each annotated example in the SENSEM cor-
pus is assigned to one of these classes. From these
tagged examples, we learn a classifier that can assign
an unseen example to one of the coarse-grained classes
obtained from the corpus.

Our final objective is to apply this classifier to previ-
ously unseen verbs. In this paper we focus in the first
step, inducing subcategorization classes and evaluat-
ing them. [1] presents some experiments on applying
these classes to automatically annotated examples.

The rest of the paper is organized as follows. In
the following Section we describe the annotated cor-
pus we learn from and how examples are transformed
to represent subcategorization patterns, and the way
we have processed it to generalize the learning data.
Then, in Section 2 we present our method to create
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coarse-grained equivalence classes of verbs, and the
procedures to evaluate them. In Section 3 we describe
some of the solutions that we obtained, and justify
their adequacy with qualitative linguistic analysis. Fi-
nally, in Section 4 we make a quick overview of related
work and in Section 5 we draw some conclusions and
sketch our future work.

1.1 The annotated corpus

Our departure point is SENSEM [6], an annotated cor-
pus of Spanish consisting of 25,000 naturally occurring
clauses that are tagged with a verbal sense, and where
sentence constituents have been annotated with their
morphosyntactic category, syntactic function and se-
mantic role. The most frequent 250 verbs of Span-
ish are represented, and 1161 senses are distinguished.
Each sense in SENSEM has been associated to a subcat-
egorization frame obtained as a synthesis of the struc-
tures found in the examples of the corpus.

From that corpus, we characterize verbal senses by
the arguments they occur with in annotated examples,
regardless of the order they occur with. Each verbal
sense is characterized as a vector, whose dimensions
are possible realizations of arguments in a given exam-
ple. The value of each vector in each dimension is the
number of times that sense has occurred with that par-
ticular realization. We assume that these realizations
are an adequate representation of the subcategoriza-
tion frame of verbs. See Figure 1 for an illustration.
The space of dimensions consists of every realization
found in annotated corpus. Different transformations
of the corpus are carried out, thus configuring different
spaces, as explained in the following Section.

1.2

We do not work with the examples directly, but we
perform a compactation of categories [5], in order to
reduce the search space and data sparseness.

Then, we consider different subsets of the infor-
mation available for each example: category of con-
stituents only, category and syntactic function, and
finally we also characterize examples with the whole
of the available information: category, function and
semantic role. Moreover, we also reduce the attribute
space by considering only realizations that occur more
than 5 or 10 times in the corpus. These different con-
figurations significantly change the size of the attribute

Transformations of examples
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Dir.Obj.:NP & Subj.:NP  Prep.Obj.:PP & Subj.:NP

Subj.:NP  Dir.Obj.:NP  Prep.Obj.:PP

aclarar_6 26 0
acceder_2 0 70

2 2 0
0 0 5

Fig. 1: Illustration of how verbal senses can be characterized in terms of its contexts of occurrence, with a
subset of the patterns of realization that are actually found in the corpus.

realizations
all [ >5 [ > 10

category 240 98 69
category + function 785 | 213 | 130
category + function + role | 2854 | 44 317

Table 1: Reduction of the attribute space by using
different subsets of the information associated to ex-
amples and by discarding unfrequent realizations.

space, as can be seen in Table 1, but they also change
the detail by which examples are described. Reduc-
ing the level of detail is beneficial for those attribute
spaces that suffer from data sparseness, as is the case
when examples are characterized by category, function
and semantic role. However, for cases where examples
are poorly characterized, reducing the number of at-
tributes may produce a significant information loss.

Moreover, we have to take into account that some
of the information we are using to characterize manu-
ally annotated examples will not be available for un-
seen examples, like for example argumentality, seman-
tic role. To our knowledge, no freely available parser
can provide this kind of information reliably for Span-
ish. However, to induce equivalence classes, we re-
sort to some of the information that is available in the
manually annotated corpus, hoping that classes will
be better motivated.

2 Obtaining equivalence classes

Then, we apply clustering techniques to obtain classes
of verbal senses that are similar according to their real-
izations in the corpus, that is, verbal senses that have
similar subcategorization behaviours. We use some
of the clustering algorithms provided by Weka [17].
More specifically, we have tried Simple KMeans [10]
and Expectation-Maximization clustering (EM) [8].
EM is specially suited for our purposes because the
method can find the optimal number of classes for a
given dataset, so that the number of classes is not
provided by the researcher as an additional bias. For
comparison, we also provide some runs with Simple
KMeans, but evaluation will show EM is superior.
EM is specially suited for our purposes because the
method can find an optimal number of classes for a
given dataset, so that the number of classes is not
provided by the researcher as an additional bias. In
order to find the optimal clustering, the EM method
assumes the cluster points follow certain probability
distribution, and so it groups points in clusters that
are optimal based on that assumption. Since we use
Weka, we are assuming a Gaussian distribution, but we
did not check whether the data actually follow that dis-
tribution. However, compared with Simple KMeans,

hallar_3 encontrar_3 lie_1
acceder_2 entrar_2 go-in_2
crear_1 construir_1 | produce_2
valer_1 costar_1 cost_1
contener_1 constituir_1 | contain_2

Table 2: Verb senses with highly similar subcatego-
rization patterns, which are expected to be assigned to
the same cluster in good clustering solutions.

EM results are linguistically more adequate.

As with all unsupervised techniques, evaluation is
an unclear issue. Since we have not implemented this
method in a final application, we cannot use the kind
of indirect evaluation obtained from the impact in ap-
plication’s performance. However, we have envisaged
some methods to help evaluate the adequacy of differ-
ent clustering solutions.

2.1

In the first place, a manual, qualitative evaluation of
clustering solutions was carried out. We studied the
population of clusters, and clustering solutions that
presented classes with only one verb were dispreferred.
We also found pairs of highly similar verb senses,
shown in Table 2, and checked whether they were as-
signed to the same cluster or to different clusters. Fi-
nally, we also inspected the global content of clus-
ters, and determined whether the majority of verbs in
each cluster actually shared similar subcategorization
behaviour (for example, if they were all transitives,
ditransitives, etc.).

Qualitative evaluation

2.2 Quantitative evaluation

As for objective metrics, we developed two quantita-
tive methods for the intrinsic evaluation of cluster-
ing solutions. The metric Overlap (O) measures the
amount of subcategorization patterns that are shared
by different clusters, weighted by the relative fre-
quency of each pattern in each cluster:

Zpe(PAﬁPB) Fa(p) + Fp(p)

ZpG(PAUPB) Fa(p) + ZPE(PBUPA) Fg(p)
(1)

OaB =

where

A, B are clusters
P4 is the set of patterns p in A
Fa(p) is the frequency of occurrence of pattern p in A

We assume that low overlap between classes indi-
cates that the classes contain verbal senses with differ-
ent syntactic behaviours, while a higher overlap indi-
cates that verbs in different classes share an important
part of their syntactic behaviour, which is not intended

RANLP’2007 - Borovets, Bulgaria 31



in our case. As can be expected, overlap is conditioned
by the number of classes: the more classes, the higher
the chances that overlap is low.

In many cases, different verbal senses are distin-
guished by different subcategorization frames. That
is why we provide a measure of how different senses
are distributed in clusters, distribution of senses
(SD), calculated as follows:

1 #CW)
D= 27 2 %500) @

where

V' is the set of verb lemmas v

S(v) is the set of senses of v

C(v) is the set of clusters where at least one sense of v is
found

This indicator must be considered with some cau-
tion, since there are some verbal senses that share the
same subcategorization frames. In any case, it is useful
to complement the overall perspective of the distribu-
tion of senses across clusters.

Finally, we considered classifier accuracy, that is,
the accuracy that automatic classifier could achieve
to classify unseen instances in its most adequate clus-
ter. So, we first obtained a clustering solution, then
tagged each example in the training corpus with its
corresponding cluster, and finally performed ten-fold
cross validation of classifiers, which were trained on
90% of the corpus and then evaluated on the 10% that
was left, and this procedure was repeated 10 times
with the 10 possible different partitions of the corpus.
This measure gives us a good idea of the adequacy of
a given clustering solution for automatic analysis, and
it doesn’t present any additional effort, since there is
no need to develop an additional evaluation corpus.
Classifiers were also trained and evaluated with Weka.

3 Evaluation of clustering solu-
tions

In what follows we describe different clustering so-
lutions obtained, using the evaluation methods de-
scribed in the previous section. Then, in the following
section we describe the solution that we found opti-
mal up to this point of experimentation, that is, the
solution using as attributes realizations of constituents
characterized by category and syntactic function that
occur more than 10 times in the corpus.

In general, solutions with the KMeans method pro-
vided worse results than solutions with EM, most of all
regarding the population of clusters, producing many
singleton classes. This caused significantly worse over-
lap indices, since solutions had less “real” classes than
their EM counterparts. However, even if a smaller
number of real classes was obtained, similar verbs were
clustered in different classes more often than in EM
solutions. That is why we discarded KMeans and fo-
cused in solutions obtained with EM.

If only morphosyntactic categories are used to
characterize arguments in the examples, and only re-
alizations that occur more than 5 or 10 times are
taken into account, EM clustering provides solutions

where the population is well distributed in medium-
sized classes. There are very few differences between
the solution with realizations that occur more than 5
times and with realizations occurring more than 10.

As can be seen in Figure 3, there is a light degra-
dation of the performance of all classifiers when less
attributes are used, which leads us to believe that it is
counterproductive to reduce the number of attributes
when little attributes are available.

It is difficult to obtain linguistically sound general-
izations of the behaviour of the verbs in these classes,
because of the high ambiguity of the realizations de-
scribed by morphosyntactic category only, so these so-
lutions were not considered for further analysis.

With examples characterized both by the mor-
phosyntactic category and syntactic function
of arguments, considering all realizations, EM pro-
vides an optimum of 2 classes, which is far too coarse-
grained for the purpose of enriching a lexicon. Some
of the additional measures give very good results for
this solution (similar pairs of verbs clustered together,
Figure 2, performance of classifiers, Figure 3) precisely
because only two classes are distinguished, so in this
case these measures lose their significance.

When considering only realizations that occur more
than 5 times, a solution in 3 classes is obtained, and
a solution with 5 classes is obtained when considering
only realizations that occur more than 10 times. As
will be seen in Section 3.1, the solution with realiza-
tions occurring more than 10 times provides linguisti-
cally sound classes and groups together many pairs of
similar verbs with respect to the relatively high num-
ber of classes distinguished, so this will be the solution
chosen for further analysis and development.

With examples characterized by their morphosyn-
tactic category, syntactic function and seman-
tic role of arguments, solutions that take into account
realizations occurring more than 5 or 10 times are far
better than those using all realizations. It can be seen
in Figure 3 that automate classifiers perform better for
solutions with realizations that occur more than 5 or
10 times, probably because they suffer less from data
sparseness. Also the number and population of clus-
ters is more understandable for these solutions, and
pairs of similar verbs are grouped together more often
(see Figure 2).

In these solutions we find four classes. The biggest
one is populated by verbs with virtually any pattern
of constituents but with a clear predominance of in-
transitive diatheses, explained because of the ellision
of some aof the arguments in the actual realizations
in corpus, together with purely intransitive verbs. A
second class is populated by strongly transitive verbs,
with few intrasitive diatheses, and the two smallest
classes are populated by verbs with a very marked se-
mantic roles (origin, goal), also with few intransitives.

These classes were not considered for further analy-
sis because the predominant phenomena (role of in-
transitive diatheses, transitives, etc.) had already
been found in solutions with category and syntactic
function only, which is precisely the information that
will be available in automatic analysis, so solutions
with role were momentarily left aside.
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Fig. 2: Some objective metrics for comparing clustering solutions: Number of clusters, number of similar verb
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Fig. 3: Objective metrics for comparing clustering so-
lutions: classifier accuracy.

3.1 Analysis of an interesting cluster-
ing solution

We chose for further analysis the clustering solution
with the EM algorithm provided the most adequate
results for our purposes. Five classes of verb senses
are distinguished, according to their subcategorization
patterns:

1. the biggest class, populated with 477 verb senses
that alternate beteween transitive and intran-
sitive realizations, and some cases of preposi-
tional realizations.

2. a class with 163 senses with predominantly
prepositional and intransitive realizations.
Intransitive realizations can be explained by the
omission of the prepositional argument.

3. a class with 103 senses where realizations alter-
nate between ditransitives, transitives and
intransitives. Realizations with less arguments
can mostly be explained by the omission of one or
two of the arguments.

4. a class with 68 senses, populated by senses very
similar to those in 3.

5. the smallest class, with 63 senses that occur with
mostly prepositional arguments that alternate
with intransitives and some attributes.

It can be seen that these classes contain heteroge-
neous verbal senses. Therefore, we performed some

further clustering within each of these classes to ob-
tain finer-grained distinctions, as described in [5]. We
found that at the level of subclasses, it is possible
to associate clusters with classical subcategorization
frames like NounPhrase Verb (NounPhrase) and the
like. Therefore, the use of hierarchical techniques
seems promising to obtain the granularity of subcate-
gorization information we are looking for. The optimal
way to do that is by applying a hierarchical clustering
algorithm, as [16] and [9], but in this first approach
we just performed some further EM clustering within
each of the classes, in order to inspect their population
better. Hierarchical clustering is left for future work.

4 Related Work

It is commonly assumed that subcategorization frames
can significantly improve the performance of auto-
matic syntactic analyzers of natural language. How-
ever, the manual construction of lexica with subcate-
gorization information is very costly. That’s why there
have been several approaches to acquiring such infor-
mation automatically. A good review of previous work
can be found in [15]. Most of the work in subcatego-
rization acquisition has been done for English. Only a
few works can be found for other languages, particu-
larly for Spanish we know of [7, 9]. Here we highlight
the main differences of our work with respect to some
well-established previous work.

In this work we focus in finding equivalence classes,
working upon subcategorization patterns that have al-
ready been established in the SENSEM corpus. A big
difference is found in the information provided by the
subcategorization patterns of verbs, which is also de-
pendent on the corpus subcategorizations are learnt
from. In some cases the corpus is analyzed automat-
ically [14] or not annotated at all [3], in many other
cases subcategorizations are acquired from a manually
annotated corpus [12, 4]. Different kinds of annotation
make it possible to distinguish verbal senses [11] or else
it is necessary to work at the level of verb lemma [3, 4],
leaving ambiguous verbs as such. Since SENSEM pro-
vides information about verbal senses, our unit is not
the verbal lemma, but the verbal sense.

When working with examples from corpus, it is nec-
essary to discriminate which constituent patterns are
determined of the verb’s subcategorization behaviour,
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and which are not verb-dependent, that is, which con-
stituents are arguments and which are adjuncts, re-
spectively. The SENSEM corpus provides information
about constituents that are arguments in each exam-
ple, so adjuncts can be discarded to model examples.

With respect to the method for establishing equiva-
lence classes, different approaches have been taken. [2]
uses a confidence interval for indicative cues to clas-
sify between two classes of verbs, [13] use decision trees
and [16] and [9] use a hierarchical clustering algorithm.
In this work we use unsupervised clustering using the
EM algorithm for clustering. However, as will be seen
in the analysis, it seems more adequate to employ a
hierarchical clustering algorithm, which we will do in
future work.

5 Conclusions and Future Work

We have presented a procedure to obtain coarse-
grained subcategorization classes to assign a subcat-
egorization frame to each verb in a grammar for deep
parsing of Spanish. These classes allow to extrapo-
late the behaviour of known verbs to unknown verbs,
thus dramatically increasing the coverage of this kind
of information in a grammar.

We have used the information provided in an anno-
tated corpus to characterize verbs, then applied clus-
tering techniques to find coarse-grained classes that
are linguistically well motivated and can be automat-
ically recognized with a small error rate. We have
developed various methods for evaluating diverse clus-
tering solutions, both qualitatively and quantitatively.

One important line of future work is the use of hier-
archical clustering techniques to obtain subcategoriza-
tion classes at a level of granularity that is more useful
for grammatical description. Also as future work, we
will use these classes and the classifier learned from
the corpus to assign a subcategorization class to pre-
viously unseen verbs. We will have to deal with the
problem of verb sense disambiguation, and assess how
much sense disambiguation contributes to determining
the adequate subcategorization frame, and viceversa.
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Practical application of one-pass Viterbi algorithm in
tokenization and part-of-speech tagging
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Abstract

Sentence word segmentation and Part-Of-
Speech (POS) tagging are common pre-
processing tasks for many Natural Language
Processing (NLP) applications. This paper
presents a practical application for POS
tagging and segmentation disambiguation
using an extension of the one-pass Viterbi
algorithm called Viterbi-N. We introduce the
internals of the developed system, which is
based on lattices and a stochastic model built
using second order Hidden Markov Models
(HMMs). Also, we present the results of
an evaluation process and the analysis of the
error cases. The results achieved suggest
that the Viterbi-N algorithm applied on
lattices allows POS tagging and segmentation
disambiguation to be accomplished in a
common process. Although the tests were
done for the Galician language, the solution
proposed could be easily exported to other
languages.

Keywords

Part-Of-Speech tagging, tokenization, segmentation disam-
biguation, Hidden Markov Models, lattices.

1 Introduction

Current Part-Of-Speech (POS) taggers assume that
their input is already correctly tokenized. This means
that every token in the input is an individual linguistic
component suitable for being tagged with a single
POS tag. The tokenization task tends to be relatively
simple, since in most cases each word corresponds to
one linguistic token. However, there are cases where
this segmentation can be more complex. On one hand,
there are contractions and verbal forms with enclitic
pronouns, where the same word contains information
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about two or more linguistic components which have
to be split into individual tokens. On the other, there
are idioms, where several words act together as one
linguistic component, and must be joined to form a
unique compound token.

Segmentation ambiguities arise when one or more
words can be segmented into linguistic tokens in more
than one way. This kind of phenomenon is quite
common in languages with a rich morphology, such as
Spanish or Galician. To deal with such ambiguities,
several works [8] [9] use artificial tags to be assigned
to compound tokens or to tokens which are part of
only one linguistic reality. However, they postpone the
solution of these segmentation tasks to later phases of
Natural Language Processing (NLP), which in most
cases are not documented.

Our approach lies in using the one-pass Viterbi
algorithm extension [6] over second order Hidden
Markov Models (HMMs) to carry out the segmenta-
tion just at the moment of assigning POS tags. Seg-
mentation ambiguities are detected by a morphological
preprocessor using lexicons and provided as input to
the algorithm.

This way, POS tagging and segmentation disam-
biguation are accomplished in one unique process us-
ing a lattice structure. Lattices will allow us to repre-
sent every possible segmentation and to manage all the
computations needed for the classic Viterbi algorithm
at the same time, as we will explain later.

2 Segmentation Issues

As we have indicated earlier, many POS tagging
environments simply ignore segmentation issues,
leaving them to be solved in later steps.  For
example, a common approach is to use agglutinations
of tags' which are assigned to contractions and enclitic

I To simplify, in this work, we use Adj for adjective, Adv
for adverb, C for conjunction, Det for determiner, P for
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forms. A contraction formed by a preposition and a
determiner could be tagged with a compound tag like
P+Det, instead of being split into one token tagged
with P and another one tagged with Det. Given that
many NLP applications need to know the linguistic
information of each word component, when using this
approach the contraction will need to be processed in a
later step in order to extract its linguistic information.
Moreover, it causes an unnecessary growth of the
tagset, with its negative consequences (sparse data,
larger training corpus needed, etc.) [4].

In comparison, we detect tokenization ambiguities
just before the POS tagging phase with a morpholo-
gical preprocessor [7]. This is done using external
lexicons and some segmentation rules for verbal
forms with enclitic pronouns. If a word can make
sense with different segmentations, the morphological
preprocessor provides every alternative to the POS
tagger. Then, the POS tagger will choose the best
one.

|p-n|n ]
| BN embargo C

sin embargo <
"

4
| por
P n‘:-.‘- | o Drat
\

| SIN F

\'i pos | embargo M
||:a Fro

Fig. 1: Ambiguous segmentations of ‘polo’ and
‘sin embargo’ for Galician and Spanish languages
respectively.

Contractions, verbal forms with enclitic pronouns,
idioms and proper nouns are the categories which
are able to generate segmentation ambiguities. For
example, as we can see in figure 1, the Galician
word ‘polo’ could be treated as a noun (chicken),
as a contraction of the preposition ‘por’ and the
determiner ‘0’ (by the) or even as a verbal form ‘pos’
with the enclitic pronoun ‘0’ (put it). On the other
hand, a sequence of words like the Spanish expression
‘sin embargo’ could be joined together and tagged
as a conjunction (however) or it could be tagged
individually as a preposition and a noun (without
seizure).

Once a sentence has been preprocessed and
segmentation ambiguities detected, a tagging model
is used to assign the correct POS tag to each of
the tokens. The model is built as a second order
Hidden Markov Model (HMM) and its parameters
are estimated from a training corpus using linear
interpolation of uni-, bi- and trigrams as our
smoothing technique [5].

3 Lattices

In the context of POS tagging with HMMs, the
classic version of the Viterbi algorithm is applied on
trellises [3], where the first row contains the words
of the sentence to be tagged, and the candidate
tags appear in columns below the words. However,

preposition, Pro for pronoun, N for noun, V for verb, Id for
idiom and Q for punctuation mark.

this structure does not allow the representation of
ambiguous segmentations.

A practical solution lies in using lattices to
represent sentences.  Figure 2 shows a Galician
language sentence which contains several types of
ambiguous segmentations: ‘Non poden verse a causa
de certo individuo’ (they cannot meet each other
because of a certain person). The gaps between the
words are enumerated and an arc can span one or more
words. Such an arc is labelled with the words spanned
and their corresponding POS tag. For example, gap
3 marks the begining of an ambiguous segmentation
for the word ‘verse’. It could be segmented into verb
‘ver’ (to meet) and reflexive enclitic pronoun ‘se’, or
as verb ‘verse’ (it may deal with). In gap 5, the idiom
‘a causa de’ (because of) could be also segmented into
several different tokens and the same in gap 7 for ‘de
certo’ (certainly).

Although there are 40 possible paths in this
sentence, only the one formed by the arcs drawn
in the upper part of the lattice shows the correct
segmentation. Each arc represents a token, so the
correct segmentation is seven tokens long, while the
longest possible segmentation of this sentence is nine
tokens long.

Therefore, lattices will allow us to represent all the
information about ambiguous segmentations. Now we
will see how an extension of the Viterbi algorithm
can use them to tag sentences without repeating
computations for each path.

4 Viterbi-N: the one-pass
Viterbi algorithm with nor-
malization

The Viterbi algorithm [10] is a dynamic programming
algorithm for finding the most likely sequence of
hidden states (called the Viterbi path) that explains a
sequence of observations for a given stochastic model.
In the context of POS tagging, we are looking for the
most likely sequence of tags that explains a sequence of
words in a sentence. In order to do so, a trellis is built
from the sentence to be tagged. For each state (tag)
in that trellis the cumulative probability for all paths
reaching that state must be computed but, given that
such paths in trellises have the same length, it is only
necessary to store the cumulative probability of the
best one. At the end, the most likely sequence of tags
for the sentence is obtained by comparing cumulative
probabilities of final states and going backwards.

On the contrary, the Viterbi-N algorithm is applied
on lattices [6], so it is possible to reach one state
coming from paths of different length. Thus, for each
state in the lattice, it will be necessary to store as
many cumulative probabilities as there are different
lengths of path reaching that state.  Therefore,
let Ay be an accumulator which collect the
maximum probability of state ¢ covering words from
position ¢ to t', and with length [, [ being the number
of states from first state to state ¢'.

Only accumulators with the same length would
be directly comparable, because of the different
number of factors involved in their computation.
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Fig. 2: Ambiguous segmentations represented on a lattice.

As accumulators are computed by products of
probabilities, longer segmentations are penalized by
the higher number of factors, making them less
likely than shorter ones. In practice, this means
that alternatives which imply the joining of words
would be chosen more often than others which imply
segmentation into several words. To solve this, a
normalization step must be accomplished in order
to compare segmentation paths of different lengths.
Moreover, it must be noted that the algorithm works
using only one lattice and performing only one pass of
the Viterbi algorithm.

Figure 3 shows how the algorithm is applied on
the Galician language sentence ‘Non poden verse.’
(they cannot meet each other.). Lattices can be
implemented as graphs in which each node is a
probability accumulator associated to one linguistic
token and one POS tag. In the figure we can see
the accumulators needed to tag and disambiguate this
sentence. Such accumulators are written with the
format A(t,t',1,q), where t and ¢ are the instants
where the current token starts and ends, [ is the
number of tokens from the beginning of the sentence
until the current token and g is the associated POS tag.
As there are two possible segmentation paths reaching
the last token of the sentence, it has two accumulators,
with lengths 5 and 4. The algorithm will normalize
both accumulators by their lengths and choose the
best one. Then, the sequence of tags compounding
the best segmentation path can be obtained by going
backwards in the lattice.

The equations of the classic Viterbi algorithm can
be adapted to process lattices [2]. Assuming the use
of logarithmic probabilities to avoid problems of pre-
cision with factors less than 1, we replace products by
sums and adapt the Viterbi-N algorithm’s equations
as follows:

Let’s use ¢;;(¢) to denote the probability of the
derivation emitted by state ¢ having a terminal yield

that spans positions ¢ to j.

- Initialization:

Do,t1(q) = Plalgs) + do,¢(q)

- Termination:

max Ay 7(q) + P(gelq)
. (t,T,q) ELattice
max P(Q, Lattice) = max

Qe 1 1

Additionally, it is also necessary to keep track of the
elements in the lattice that maximized each Ay ;(q).
When reaching time 7', we get the length of the best
path in the lattice:

max Ay 7i(q) + P(gelq)
(t,T,q)€Lattice
L = argmax

I l

Next, we get the best last element of all paths of length

L in the lattice:
(7, T,q") = argmax

(t,T,q)€Lattice

Air,(q) + P(gelq)

Setting tj* = T, we collect the arguments
0

(t",t,q') O Lattice that maximized equation (1)
by going backwards in time:

(tﬁ-lv t;na qml) =

arg max At",tr,L—z‘(ql)‘f'P(qz'm|q/)+5t;",t;"_1(qzm)

(t,t™,q")ELattice

for ¢ = 1, until we reach ¢}’ = 0. Now, ¢i"*...q}" is the
best sequence of phrase hypothesis (read backwards).

To sum up, the normalized probabilities calculated
by the Viterbi-N are directly compared and the highest
one is chosen to build the best segmentation path for
current sentence.

5 Defining alternatives

The input for the algorithm is based on the input
format of classic taggers [3]. That is, one word per
line, optionally followed by its candidate POS tags.
However, this classic representation does not allow the
inclusion of segmentation alternatives.

We have decided to use XML-like tags for
the definition of such alternatives.  An alterna-
tive structure starts with a line containing only

- Recursion: the tag <alternatives>. Then, each segmenta-
. , tion alternative starts with a line containing only
Ay yi(g) = max Apr1-1(¢")+P(qlg’ ) +0¢,0(q)  the tag <alternative> and ends with the tag

o (t",t,q")€Lattice
(1)

for 1<t<T

<\alternative>. Between those tags, the segmen-
tation alternatives are presented using the classic
format. Finally, the alternative structure ends with

RANLP’2007 - Borovets, Bulgaria 37



Non ]

[A(0,1,1, Adv)] -{_\.u.z.:.n}{_\

",
e
o

o

| poden ] :{;'lu{'l'.-"!.:]-,1-']]—-[.\{.{.4.-'..I-'r-u:|]
/

ver | 5B J
L

|
N\
uare | - ..:|.I )

aea,3v)

Fig. 3: Viterbi-N algorithm applied on a lattice

the tag <\alternatives>. For example, the alterna-
tive structure for the galician word ‘polo’ (see figure
1) would be as follows:

<alternatives>
<alternative>
polo N
</alternative>
<alternative>
por p
o) Det
</alternative>
<alternative>
pos v
o) Pro
</alternative>
</alternatives>

Alternative structures may appear at any place
inside a sentence. Their construction is a task that
should be accomplished by the previously mentioned
morphological preprocessor?. It should build every
alternative and assign candidate tags in each branch.
It must be noted that some branches may already
have already the correct POS tags (e.g. contractions
have usually unique tags when they are segmented),
providing valuable information that can be used to
choose the correct alternative.

6 Evaluation

We have performed three experiments using Galician
language texts obtained from the “Reference Corpus
from Present-day Galician Language” project [1]
to test the accuracy of our approach. We have
implemented the Viterbi-N algorithm over a lattice
structure, and fed it with the input described in section
5. The main goal of these tests is to establish both how
accurate the segmentation disambiguation process is,
and how dependent it is from the trained model.

We worked with a manually tagged corpus,
containing 115754 words and organized in 3920
sentences. In this corpus, our morphological
preprocessor detects 1967 sentences with at least

2 Details about how the preprocessor accomplishes this lie
outside the scope of this work [7].

one ambiguous segmentation. The whole number of
segmentation ambiguities in the corpus is 3037.

Our first experiment (E1), only to figure out
the possibilities of our system, consisted in tagging
ambiguous sentences from the training corpus. A
high degree of accuracy would be expected in this
experiment, since there are no unknown words in
the text. We performed this experiment on a set of
434 sentences randomly extracted from the training
corpus, with the only requisite of containing at least
one ambiguous segmentation. This set contained 702
cases of ambiguous segmentations.

For the second experiment (E2), we randomly
extracted 185 sentences, again containing at least one
ambiguous segmentation. These sentences are formed
by 6073 words, and were used as a testing corpus.
The remaining 109681 words were used as a training
corpus.

As a high number of segmentation ambiguities
remained undetected in experiment E2, we decided to
carry out a third experiment avoiding this problem.
Thus, in the third experiment (E3), we again tagged
the extracted testing corpus, but with an improved
version of the morphological preprocessor, which is
able to detect new ambiguous segmentations, not
detected in experiment E2.

Although the size of the testing corpus could
seem a little small, we have chosen such a size
for three reasons. First, the Galician language is
a less-resourced language, so the amount of tagged
text available was small. Second, it is difficult to
align manual and automatic tagged text to compare
results when alternative segmentation options are
given. Therefore, with a small corpus errors could
be easily detected and checked. Third, we wanted to
make a detailed study of the error cases in order to
determine where they come from, and how to avoid
them.

Table 1 shows the experimental results. The first
column shows the number of ambiguous segmentations
detected by the preprocessor. The second column
shows the number of segmentations where the correct
segmentation was chosen. The third shows the number
of ambiguous segmentations not detected by the
preprocessor. The next column shows the percentage
accuracy of the segmentation disambiguation taking
cases of the third column as errors, and the
last one shows the accuracy of the segmentation
disambiguation process when the cases of the third
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|| CasEs  GOOD CHOICE

NO OPTION GIVEN

ToTAL ACCURACY REAL ACCURACY

El 702 662 8
E2 309 241 41
B3 309 255 5

94.30% 95.39%
77.99% 89.92%
82.52% 83.88%

Table 1: Test results for experiments E1, E2 and E3.

column are not treated as errors.

As expected, experiment E1 produced very good
results. Only 8 cases of ambiguous segmentation were
not detected by the morphological preprocessor. We
cannot consider these cases as real errors, since no
alternatives are given to the algorithm and they could
be detected just by upgrading the lexicons used by
the morphological preprocessor. The real accuracy
achieved in this experiment is over 95%.

Experiment E2 is a more natural one, because
unknown words appear in the testing corpus. As
can be seen, there is a high number of ambiguous
segmentations not given by the preprocessor. This
fact has a simple explanation: idioms which are in
the corpus but not included in the morphological
preprocessor lexicons, unknown enclitic forms, etc.
A human linguist is able to detect them, but our
preprocessor simply does not have the necessary
information to do so. Once again, if we do not take
these cases as errors, the accuracy is 89.92%. This
accuracy descends to 77.99% if we treat them as errors.

For experiment E3, we added to the lexicons of
the morphological preprocessor many of the unknown
cases of experiment E2. In fact, all but those that
do not meet the usual criteria for inclusion in a
lexicon (Latin or foreign idioms, etc.). Now, we
have to keep in mind that these new added cases
are not in the trained model, so some branches of an
alternative segmentation could be an unknown word.
In these conditions, which could be considered as
the worst case for our system, we achieved 83.88%
accuracy. We judge this value as a real approximation
to the overall accuracy of the system in segmentation
disambiguation and we adopt it as a baseline for future
developments.

Although the results obtained were not outstand-
ing, we believe it is a very promising technique. We
must note that the training corpus used is very small
for the size of the tagset® and at the moment we have
no more corpora available. In fact the training corpus
is still under development and the one used here has a
lack of coherence. So we think most errors come from
the training corpus and not from the technique itself.
Unfortunately, we have no other approaches to com-
pare with, or we do not know any other work which ex-
plains and tests the segmentation disambiguation for
Western European languages.

Concerning the pure POS tagging results, they are
subordinate to the success of the tokenization task.
Taking each segmention error as one POS tagging
error, we achieved 87.14% accuracy in experiment E3.
We have checked that this poor result comes once
again from the poverty of the training corpus.

3 The tagset used has near 300 different tags. It can be
consulted in http://corpus.cirp.es/xiada/etiquetario.html

6.1 Error analysis

In a detailed analysis of the errors, we became aware
of some interesting points. First, we have detected two
different kinds of error, which we could classify as soft
and hard:

e Soft errors are those from idioms. Such errors
arise when several words are not joined into an
idiom, but are correctly tagged individually, or
when they are joined into an idiom when they
should not be. These kinds of error choose
segmentations that commonly make sense with
the rest of the sentence. In some cases it is
not even clear for linguists when some idioms
should be built, so the information of the model
is limited for this purpose.

e Hard errors are those from contractions, enclitic
forms, etc. If the correct segmentation is not
chosen in such cases, the error is very hard, since
it could even start a cascade error for the rest of
the sentence. As a result of this kind of error, the
tagged sentence makes no sense and it could be
considered a whole tagging error. For example,
in the Galician sentence ‘0 polo comeu millo’
(the chicken ate corn), if polo is segmented as
a contraction, we will have ‘0 por o comeu millo’
(the by the ate corn), a completely meaningless
sentence.

Table 2 shows the rates of soft and hard errors
detected in experiment E3. As can be seen, we
achieved 63.56% accuracy for idioms. Further analysis
of the training corpus revealed that it was very poor
in idioms. Linguists who tagged it, usually chose not
to join several words to make an idiom, even when it
was possible. Therefore, the training corpus had very
little information about idioms.

However, we achieved outstanding results for the
rest of segmentations. It is worth noting that every
segmentation ambiguity was detected for such cate-
gories, and only two among 175 cases were wrongly
solved, giving us 98.85% accuracy.

Moreover, we realized that most soft errors
come from the fact that some idioms contain very
common words. This means that the alternative
branches where words are not joined have a very
high probability according to the training model. For
example, the preposition ‘@’ (to, at, on) is one of the
most common words in the model. It has a very high
occurrence probability and it is also very common to
find it inside idioms.

The real problem is that idioms themselves appear
little in the training corpus. So the trained model will
give more weight to the segmented branch over the
joined branch when the word ‘a’ appears in the idiom.
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|| CasEs  GOOD CHOICE

NO OPTION GIVEN

ToTAL ACCURACY REAL ACCURACY

134
175

82
173

Soft errors
Hard errors

5
0

61.19%
98.85%

63.56%
98.85%

Table 2: Test results for experiment E3 classified by kind of errors.

This happends with several very common words as
‘que’ (that, which, than), ‘de’ (of, from), etc. A
possible solution would be to upgrade the size of the
training corpus.

However, almost these errors could still be solved
with morphosyntactic information, leading us to think
that it is possible to upgrade the accuracy of the
system with some rules. This approach would be a less
expensive solution than increasing the training corpus.
Such rules may act in the lattice structure itself,
pruning segmentation branches that prove impossible
for the current context. From our point of view, a
small set of rules could greatly improve the accuracy
of the system for idioms and bring it near to 100%
for other categories. In this case we would have a
hybrid system with a very high degree of accuracy in
the tokenization task.

7 Conclusions and future work

The tokenization task is usually simplified, leaving
segmentation ambiguities to be solved in later steps
of the NLP applications. In our case, we chose to
accomplish segmentation tasks in the POS tagging
phase, making it more complex, but the benefits will
affect all successive applications.

In this paper, we have presented a practical ap-
plication of the Viterbi-N algorithm for segmentation
disambiguation and POS tagging. Segmentation am-
biguities arise when one or several words can be seg-
mented into linguistic tokens in more than one way.
These are the cases of some contractions, verbal forms
with enclitic pronouns, idioms, etc. The underlying
idea for this combination of tasks is that POS cate-
gories provide a lot of information that can be used
when choosing the correct alternative for an ambigu-
ous segmentation. In the end, we have developed a
POS tagger able not only to decide the tag to be as-
signed to every token, but also to choose the best se-
quence of tokens from a set of possible segmentation
paths as well. Since the approach is purely stochas-
tic, the technique could be easily exported to other
languages.

Another advantage of the approach used, is that
segmentation disambiguation could be considered a
costless add-on for the POS tagging environment.
If the training corpus is built carrying out the
segmentations, they will be included in the learned
model automatically.

The developed system was tested in the context
of the Galician language, which has a very rich
morphology, that is, the worst scenario for our
system, and quite good results were achieved in the
segmentation disambiguation task. We believe that
they will be improved when the training corpus will
be mature enough.

Indeed, another way to improve results is to use
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rules based on linguistic information which could
prune some erroneous segmentation candidates. This
would be particularly useful when the training corpus
is of small size or low quality.
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Abstract

This paper presents the first step in building a Romanian
Valence Dictionary for NLP purposes. Since we can not use
Romanian work as an appropriate starting point, the first step
was to define the criteria used for describing the valence
information and the entry structure.

Keywords
Valence dictionary, subcategorisation frames, verbs, arguments,
Romanian.

1. Introduction

This paper aims at presenting some important theoretical
and methodological lines for designing a valence dictionary
for Romanian (hereafter RVD ‘Romanian Valence
Dictionary’)'. Valences are sets of elements required by a
predicate. Syntactically, they are subcategorisation frames
and their eclements are called complements, while
semantically, they are represented by argument structures
with arguments. Predicates are usually expressed by verbs,
but can also be nouns, adjectives etc. RVD includes only
verbs; one or more valences are described for each item.
We tried to show what information can be relevant to
describe such verbal valences.

Valence dictionaries are useful in many and important
domains of NLP. We mention here only some of them:
deep-parsing used in Machine-Translation and Question-
Answering systems; shallow parsing used, for instance, in
Information Retrieval or Extraction; and part-of-speech
disambiguation used for corpus annotation and speech
recognition. Actually, we intend to use RVD especially in
Word Sense Disambiguation (WSD), which is mainly a
semantic-oriented task, where the relationship between
meanings and argument structures can be fully exploited.

Such valence lexica are either paper-based (for German,
Polish, Slovak, Bulgarian, Russian) or in electronic format
(for English, German, Japanese, Bulgarian, French and
Dutch, Czech, Polish, Russian, Armenian, Turkish, Arabic,
Chinese) (for a presentation of these projects see [17]).
Creating valence dictionaries implies different procedures
from one project to another: some are created entirely
manually. This is the case of the valency lexicon of Czech
verbs VALLEX [18] based on Functional Generative

! The research reported in this paper has been supported by the
National University Research Counsel of Romania (CNCSIS),
grant no. 1156/A.

Emil Ionescu
Universiy of Bucharest
Str. Edgar Quinet nr. 3-5, Bucharest
emilionescu@unibuc.ro

Description [16], the Polish syntactico-semantic lexicon
[11] and the Bulgarian valence dictionary in electronic
format [1] which uses Head-driven Phrase Structure
Grammar (HPSG) [9], [10] to represent grammatical
knowledge/information.

Attempts to extract verbal subcategorisation frames from
corpora using machine learning techniques have been done
recently: [7], [14], [8] most of them using syntactically
parsed corpora .

We have chosen to build RVD manually to ensure the
necessary quality of such an important resource. First of
all we had to establish criteria concerning the information
encoded in valence descriptions.

Section 2 presents the previous Romanian works on this
topic, namely two printed dictionaries of so-called verbal
constructions or verb syntax. For comparison,, an example
of a RVD entry is given in section 3. The information
structure of RVD entries is largely explained in the main
section of the paper (4), together with the criteria applied..
The fifth section sketches our future lines of research..

2. Romanian paper-based dictionaries

No electronic valence dictionary for Romanian has been
designed yet. There are only two paper-based dictionaries
with valence descriptions for verbs:

1. Verbul romanesc. Dictionar sintactic, (‘Romanian Verb.
Syntactic Dictionary’) by lonescu and Steriu [3]. It
contains 1088 verbs.

2. Dictionar de constructii verbale romdn-francez-italian-
englez, (‘Dictionary of Verbal Constructions Romanian-
French-Italian-English’) by Draghicescu [2]. It comprises
about 500 verbs. Each entry presents different structures in
which the verb can occur, with examples in Romanian,
French, Italian and English.

To illustrate how an entry in these dictionaries looks like, we

stopped at the verb A DISTRUGE ‘“to destroy’.

Ionescu and Steriu (1999) provide the following information for

the verb A DISTRUGE (to destroy).

(1) A. Ceva Mama a distrus vifa-de-vie. (My
mother destroyed the grape.)

cuiva ceva Grindina i-a distrus grdadina. (Hail
destroyed his garden.)

pe cineva Vestea a distrus-o pe Maria. (The
news destroyed Mary.)
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de (catre) Recolta a fost distrusd de secetd.
(The crop was destroyed by the drought.)
B. a-gi distruge
ceva Si-a distrus toate manuscrisele. (He
destroyed all his manuscripts.)

C. a se distruge In accident magina s-a distrus
complet. (The car was destroyed completely in the accident.)
cuiva I s-a distrus casa. (His house was destroyed.)

Nevertheless, Draghicescu (2002) is much closer to what a
valence dictionary should be. The entry of the verb A
DISTRUGE has the following content (we left out the examples
in French and Italian).

(2) L vb.tr.
a. a~ceva
subiect [+ animat]
R. Grindina a distrus toata recolta.
E. Hail has destroyed the entire crop.

b. a-si ~ceva
(cu dat. posesiv)
R. Paul si-a distrus toate manuscrisele.
E. Paul destroyed all his manuscripts.

II. vb. refl.
a. ase ~+circ. (cauza)
subiect [-animat]
R. Multe drumuri s-au distrus din cauza inundatiilor.
(sin. a se strica)
E. Many roads were destroyed due to floods.

b. ase ~ (cusens pasiv)
R. Géandacii de bucatarie se distrug cu produse speciale.
(sin. a stdrpi)
E. Cockroaches are killed with special products.

Some critics to this manner of representing the valence
information are at stake here.

= In both examples, the verb’s arguments are expressed by
words such as ceva (something. ACC), cuiva (to
someone.DAT), cineva (someone.ACC). Thus, the morpho-
synatactic information is not explicitely indicated, making
such dictionaries improper for a MRD (Machine-Readable
Dictionary) use.

=  The description is complicated with general structures like
passive or impersonal forms —(1).C and (2).1I-, and with the
so-called possessive dative —(1).B and (2).I.b— which are not
specific for the verb under discussion.

= Very few semantic restrictions are presented, though
sometimes they are left implicit.

= In (2), a distinction of meanings is marked by synonyms
(sin.), but the due verbal constructions are not consistently
represented. For instance, the valence in (2).ILb is also valid
for the sense in (2).1L.a.

= Itis not clear if the complement of cause in (2).Il.a is a real
complement or an adjunct, or if it is obligatory or optional.

3. An example of RVD verbal valences

Before building RVD in a machine-readable form, we
described each entry in a meta-language, accessible to its
authors and users. We stooped at three of the eight valences

of the verb a trai ‘to live’, in an abbreviated example, to
be further explained and referred in 4..

(3) atai ‘to live’

Argument structures:
1. NP[nom, +animate]
Senses:
» to live: Victima traieste. *The victim is alive’.
2. NP[rnom, +animate]
NP[ac, +period]
(AdvP[manner] or PP[la/cu, -])
Meanings:
= to spend: lon isi traieste tineretea (intens / la maxim).
’John lives his youth (intensively / to the maximum)’.
= to feel intensively: Spectatorii au trdit momentul (cu
entuziasm). ‘The public lived the moment
(enthusiastically)’.
3. NP[nom, +animate]
PP[pentru, +goal]
Meanings:
= to devote his/her life: Femeia trdieste pentru
razbunarea sotului. *The woman lives for avenging
her husband’.

A RDV entry ends, if needed, with a list of multi-word
expressions in which the entry verb occurs. For such
expressions no argument structure is given.

The following section is dedicated to the information that
should be captured in a valence description and the criteria
used in designing the RVD.

4. Criteria for designing the RVD

First of all, we need a criterion for distinguishing
arguments from adjuncts. We adopted the one in [4, p.75]
which states that “A participant role is a (semantic)
argument of a verb [...] if its presence is required of all
situations described by that verb and if it is required of the
denotation of only a restricted set of verbs”. In other words,
an argument is obligatory and specific for a verb (or for a
restricted class of verbs to which that verb belongs). This
criterion will be further expanded in section 4.3, but it was
mentioned here as an argument definition. Next, different
aspects of a verbal valence are presented.

4.1 Valence Restrictions

4.1.1 Morpho-syntactic restrictions

Valence information in a MRD has to be completely
explicit and to cover all linguistic levels relevant for the
verb’s valences. Therefore, morphological, syntactical,
semantic and lexical information should be described.

We chose to express complements in terms of syntactic
phrases: noun phrases (NP), prepositional phrases (PP),
adverbial phrases (AdvP), adjectival phrases (AP) and
verbal phrases (VP) (instead of sentences). Complements
must have restrictions or properties, which are

42 RANLP’2007 - Borovets, Bulgaria



conventionally represented inside right brackets ([...]), as
one can see in example (3) (section 3).

NPs are morphologically characterized by the grammatical
cases of their heads. In Romanian, cases assigned by a
verb, valid for all its inflected forms, can be nominative
(nom), accusative (acc) or dative (dat). Therefore, NPs are
represented like this: NP[nom], NP[dat], NP[acc].

PPs are lexically described in some situations,. Some verbs
require certain prepositions or series of prepositions. For
instance, the verb a recurge ‘to resort’ always occurs with
a PP introduced by the preposition la ‘to’: a recurge la
forta ‘to resort to force’. On the other hand, a verb like a
scoate ‘to take out’ requires prepositions indicating ‘the
source’: de la, de pe, din ‘of, from’: lon a scos mobila din
casa ‘John took out the furniture from the house’. Finally,
there are verbs whose PP complements should be
introduced, for instance, by any location preposition; such
a verb is a pune, ‘to put’: a pune cartea pe / ldnga / sub ...
masa ‘to put the book on / near / under ... the table’. As a
convention of description, lexicalized prepositions are
written in italics, while general types (such as location,
manner, time) are written normally. So for example, for the
verbs mentioned above (i.e. a recurge, a scoate and a
pune) the PP complements are described PP[la], PP[de la,
de pe, din] and PP[location], respectively. It is worth
mentioning that every argumental PP has to have such a
restriction; that is, there is no verb that requires just a PP,
of any kind.

The same situation holds for AdvP, as well. Most AdvP
complements should express manner or location, making
these complements described as in AdvP[manner] or
AdvP[location].

VP complements can contain a finite or non-finite verb,
such as an infinitive, for instance the complement of the
verb a putea: eu pot merge ‘1 can go’, or a participle, for
verbs such as a trebui ‘must’: trebuie stiut ‘one must
know’, a merita ‘it is worth’: meritd mentionat ‘it is worth
mentioning’), etc. Finite verbal complements are in fact
sentences. We avoided the term sentence because not all
complements must have their subjects expressed in the
same sentence; this is the case of raising and control verbs.
Moreover, subjects themselves are complements in VPs.
Relevant to VP complements is the verb mood, which can
be subjunctive or not. Some VP complements are
introduced by the subjunctive marker sa, while others are
introduced by the complementizer ca which allows any
finite mood, except the subjunctive. Verbal complements
are described with expressions such as VP[sa] or VP[ca].

4.1.2 Restrictions on lemma

Przepiorkowski [11] mentions that although valence
dictionaries are supposed to provide information about
lexemes (or lemmas), this does not hold for all forms of a
given lexeme. He offers the example of Polish where direct

objects in accusative change their case in genitive for
gerundial forms in -nie/~cie and in the scope of verbal
negation (roughly speaking). In Romanian, there is not a
similar situation, but the third person of singular when is
used with an impersonal sense can have different valences
from the other senses and the inflected forms. For instance,
a merita has different valences for the sense ‘to deserve’
and for the impersonal sense ‘it is worth’. One can say eu
merit, s, un premiu ‘I deserve a prize’, but not meritds s, un
premiu ‘it is worth a prize’. The NP complement holds
only for the first sense.

Another significant restriction on lemma is the use of
negation. Certain verbs can actualize a certain meaning
with a special valence structure only if it is used in a
negative form. So, for example, the verb a cauta ‘to search’
has the uniquely determined meaning ‘to pay attention to’:
Nu cauta ca sunt mic ‘Do not pay attention to my height’,
if it is negated and subcategorizes for a VP[ca].

These facts made wus include such morphological
restrictions on lemmas in valence descriptions, if necessary.

4.1.3 Semantic restrictions

Besides the morpho-syntactic characterization of
complements, some semantic restrictions must be also
indicated. These restrictions characterize either all verb
meanings or only some of them. For instance, the verb a
bea ‘to drink’ should have a subject marked with the
+animate restriction for all its senses. On the contrary, the
verb a merge ‘to go’, which is, in general, a motion verb,
does not imply motion anymore if its subject is a road:
aceasta autostrada merge la Bucuresti ‘this highway goes
to Bucharest’. For this sense, the verb a merge is assigned a
subject with the semantic restriction +road.

Meanings can be distinguished through semantic
restrictions. Therefore, these restrictions correlated with a
semantic ontology are very important for WSD.

We did not use any pre-defined inventory of semantic
restrictions initially. We named the necessary restrictions
ad hoc and we will refine and unify them after the
dictionary is completed.

4.2 Valences and meanings

Our valence dictionary is conceived for WSD. For this
purpose, different valence structures of a verb are put in
correspondence with its different meanings. In our
description, each valence structure of a verb is assigned a
group of meanings which share that particular valence
structure. We consider that a valence structure is common
to a group of meanings if all valence restrictions, including
the semantic ones, are valid for all meanings in group.

Verb meanings are taken from a medium-sized Romanian
Explanatory Dictionary [13]. For each meaning described
in our valence dictionary, a synonym and an example are
provided (see example (3)).

RANLP’2007 - Borovets, Bulgaria 43



4.3 Obligatory and optional complements
Saying which element is an obligatory complement of a
verb, namely the element which co-occurs with the verb in
all contexts (for a certain meaning) is less difficult than
saying which element is an optional complement. Optional
complements have to be distinguished from adjuncts, due
to the fact that both of them co-occur with the verb
randomly. This distinction is an important, but
controversial issue and we will not tackle it here (see,
Pustejovsky’s [12]). Some criteria to justify the registration
of an element among the valences of a verb, even if it has
an optional status, are a must.

First of all, the specificity criterion mentioned in [4, p.75]
claims that if an element is specific to a verb or a restricted
set of verbs, it is an argument and it has to be included
among valences of that verb. Instead, if an element can co-
occur with any verb, it is an adjunct [16].

Location adjuncts are very frequent. However, motion
verbs presuppose a starting point and a target point
expressed in valence descriptions by two PPs[location].
Since either of these points can be omitted in contexts (for
different reasons), the corresponding PPs should be marked
as optionally — here, they are conventionally placed inside
round brackets (see example (3).2).

Another criterion used for distinguishing complements is
whether an element imposes the usage of a certain
preposition or certain semantic restriction. For example, the
verb a scoate can have the meaning ‘to publish’, a case in
which it has two obligatory complements: a subject
(NP[nom, +person]) and a direct object (NP[acc,
+product]), but also an optional one described by PP[/a,
+company], which expresses which company made the
product, such as in: lon a scos o carte la editura Polirom
‘John has published a book at Polirom Publishing House”.
A simple location adjunct should allow any location
preposition, not only the preposition /a (which in fact can
not be substituted in this context). Besides, the semantic
restriction +company does not characterize a general
location adjunct.

4.4 Valence alternations

Valence alternations are changes the subcategorisation
frame of a verb can undergo. In other words, arguments of
a verb can be syntactically expressed in different manners.
These changes can also trigger semantic differences, but
this is not compulsory. These changes create a problem of
whether all should be registered in the lexicon or not. As it
was mentioned in [6], registering all changes as different
valences of the same verb could be a substantial source of
inconsistency during annotation and could cause
redundancy in the lexicon. We claim that the solution to
this problem can be found in the type of alternations that
can be regular or specific, as one can see below.

4.4.1 Regular syntactic phenomena

The most common alternations are due to the different
verbal voices; besides an active voice, Romanian has a
passive voice and an impersonal one. Passive and
impersonal constructions follow a regular pattern and their
corresponding subcategorisation frames can be simply
obtained by applying transformation rules (see [6]).

Another quite frequent alternation is the so-called
possessive dative construction, which has been presented in
section 2.1. This phenomenon characterizes any transitive
verb (eventually restricted by an animate subject).
Therefore, a subcategorisation frame correspondig to the
dative possessive construction can be also obtained with a
transformation rule. There is another Romanian
phenomenon similar to the possessive dative, named object
duplication: the verb gets a pronominal clitic duplication of
its direct or indirect object in some precise situations,: lon
citeste cartea ‘John reads the book’ — Cartea o citeste Ion
‘The bookKge iteitic.acc T€ads John,,,’. Again, this is a too
regular syntactic phenomenon for assigning two different
subcategorisation frames to the verb a citi ‘to read’ in the
lexicon. Actually, it is controversial whether these verbal
cliticization phenomena are a matter of valence alternation.

Any verb can also undergo a valence alternation regarding
the change of a noun phrase into a free relative clause. For
instance, one can say ‘John loves me’ or “Who knows me
loves me’. In general, any complement can be expressed
by a corresponding VP complement, and this fact should
not determine the multiplication of subcategorisation
frames of every verb. However, the opposite does not hold.
For instance, the verb a convinge ‘to persuade’ always
requires a VP complement (VP[sd] in our notation), which
can never be replaced by an NP: lon o convinge pe Maria
sa ramdna ‘John persuades Mary to stay’. Situations of this
kind have to be included in valence entries.

4.4.2 Alternations on classes of verbs

Apart from syntactically regular valence alternations, there
are also alternations determined (at least in part) by the
verb content. These are alternations are described, for
instance, Beth Levin [5].

Levin’s approach is a guide and a model for our own
description of valence alternations in Romanian. We
decided to use the format of Levin’s description, in which
verbs are grouped into semantic classes. Thus, according to
this format, a given verb belonging to a given class could
exhibit a number of given valence alternations. For
instance, the causative verb a amuza ‘to amuse’ may
undergo an inchoative alternation (which is not allowed in
English): Copiii se amuza ‘Children amuse themselves’,
and a direct object deletion: Clovnii amuza ‘Clowns
amuse’. All this information must accompany the verb
valence description in the lexicon. We depart from Levin’s
format in that we do not group all verbs with common
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valence alternations under the same category — for instance
there is no class gathering the verb a amuza and, say, a
enerva ‘to annoy’ even if they share valence alternations.

4.4.3 Morpho-syntactic alternations

There is another type of alternations, which we called
morpho-syntactic alternations. This is the case of
arguments which can be expressed by different types of
phrases. For instance, in (3) (section 3), the argument
structure 2 contains an optional complement described like
this: (AdvP[manner| or PP[la/cu, -]). The corresponding
argument can be expressed either by an AdvP or by a PP,
with the above mentioned characteristics. Even if the
alternation AdvP / PP is quite frequent in Romanian, it can
not be captured by transformation rules because it is not
deterministic. That is why we have to specify the cases in
which such an alternation works. Actually, morpho-
syntactic alternations can be of many types.

5. Conclusions and further work

The paper gives an all encompassing perspective on the
problems which appear when designing a valence
dictionary.

The meta-language we adopted for describing valence
entries is also accessible guidelines for experts who build
the lexicon and a friendly typeset for a paper-based
dictionary. This can be enriched as one goes along the
project. For instance, enrichments could refer to the
representation of the semantic roles and to the problem of
raising and control verbs, whose importance was
highlighted in [11]. So far, we have left these aspects aside,
because, in our opinion, they rather bear on text
understanding than WSD. Despite the fact that semantic
roles do not lack in the valence descriptions of other
languages, we decided to pay more attention to semantic
restrictions which we found much more relevant for NLP
tasks. Note further that the inventory of semantic roles is
pretty controversial and its applying can be sometimes
confusing for different human experts. Of course, we do
not claim that this problem should be completely ignored.
We have just postponed it for a later phase.

A future stage of the project will be to get RVD in a
machine readable format. We intend to automatically
transfer our meta-language representation into XML
format. In so doing, we plan to take advantage of the
facilities offered by CLaRK System [15].
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Abstract

In this work we present a robust approach for dynami-
cally harvesting domain knowledge from open domain
corpora and lexical resources. It relies on the notion of
Semantic Domains and provides a fully unsupervised
method for terminology extraction and ontology learn-
ing. It makes use of an algorithm based on Conceptual
Density to extract useful relations from WordNet. The
method is efficient, accurate and widely applicable, as
the reported experiments show, opening the way for
effective applications in retrieval tasks and ontology
engineering.
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1 Introduction

Ontology learning from text is a popular field of research
in Natural Language Processing (NLP). The increasing
amount of textual information at our disposal needs to be
properly identified, structured and formalized to make it
accessible and usable in applications. Much work has fo-
cused on the harvesting phase of ontology learning. Re-
searchers have successfully induced terminologies, word
similarity lists [13], generic and domain relations [20, 17],
facts [6], entailments [22] and other resources.

However, these resources must be structured in a richer se-
mantic network in order to be used in inference and appli-
cations. So far, this issue has been solved by linking the
harvested resources into existing ontologies or structured
lexical repositories like WordNet [7], as in [16, 21].

Yet, applications often require domain specific knowledge
but this means that adapting the existing general purpose
resources, such as WordNet, is required. In general, this
task is not trivial, as large scale resources are ambiguous
(i.e. terms may refer to multiple concepts in an ontology,
even if only some of them are actually relevant for the do-
main) and not balanced (i.e. some portions of WordNet are
much more densely populated than others [1]). These prob-
lems are typically addressed by performing the following
tasks.

Lexical ambiguity resolution : disambiguate terms by
linking them to the correct sense(s) for the specific
domain.

Ontology pruning : prune the ontology and induce only
the sub-portion which is relevant for the given domain.
This can be intended as a side effect of ambiguity res-
olution.

Ontology Population : extend an existing ontology with
novel instances, concepts and relations found into do-
main specific corpora.

Most of these domain-oriented approaches (e.g. [23])
require domain specific corpora and are typically semi-
supervised, as they need manual intervention to alleviate
the errors due to the typically low precision achieved by au-
tomatic techniques. This constraint prevents the use of such
techniques into open domain scenarios in applications in
which the domain of interest is specified at run-time (such
as Information Retrieval (IR) and Question Answering).

In this paper, we propose a solution to the above issue,
by focusing on the problem of on-line domain adaptation
of large scale lexical ontologies. The requirement for such
an application is to implement an adaptation process which
is:

e performed at run time;
o tuned by using only the user information need;

e fully automatized, and therefore accurate enough for
the application in which it is located.

In contrast to classical approaches, we propose a novel un-
supervised technique to induce on-the-fly domain specific
knowledge from open domain corpora, starting from a sim-
ple user query formulated in a IR style.

Our algorithm is inspired by the notion of Semantic
Domains and is based on the combined exploitation of
two very well known techniques in NLP: Latent Seman-
tic Analysis (LSA) [5] and Conceptual Density (CD) [1].
The main idea is to first apply LSA to extract a domain
terminology from a large open domain corpus, as an an-
swer to the user query. Then, the algorithm leverages CD to
project the inferred terms into WordNet to identify domain
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specific sub-regions in it, that can be regarded as lexical-
ized core ontologies for the domain of interest. The overall
approach allows to achieve the goals of lexical ambiguity
resolution and ontology pruning, and offers an online so-
lution to the problem of domain adaptation of lexical re-
sources discussed in [18, 24]. An example of the output of
our system for the query MUSIC is illustrated in Figure 1.
In our setting, the use of LSA guarantees a major advan-
tage. Unlike classical methods to estimate term similarity
(e.g. [25, 12]) which are based on contextual similarity [4],
LSA relies on a domain restriction hypothesis [10] stating
that two terms are similar, and therefore are very likely to
be semantically related, when they belong to the same do-
main, i.e. when they co-occur in the same texts. LSA de-
tects as similar terms not those having the same ontological
type (e.g. the most similar terms to doctor will be concepts
belonging to the type PERSON) but those referring to the
same domain, as needed in ontology learning (for example,
in the medical domain we need both doctors, and hospital).
In the rest of the paper we will show evidences support-
ing the following contributions of this work: (i) the induc-
tion process is triggered by a simple IR-like query, provid-
ing to the user/application the required domain ontology on
the fly; (ii) unlike previous approaches, our method does
not need domain corpora, (iii) the method guarantees high
precision both in the lexical ambiguity resolution and in the
ontology induction phases.
We will also show that the main contribution of our method
is a very accurate Word Sense Disambiguation (WSD) al-
gorithm, largely outperforming a most frequent baseline
and achieving performance close to human agreement. The
paper is organized as follows. In Section 2 we introduce
the concept of Semantic Domain as a theoretical frame-
work motivating our work and we describe the terminology
extraction step, required to provide an input to the CD al-
gorithm producing the final domain ontology (Section 3).
Section 4 concerns evaluation issues, while Section 5 con-
cludes the paper.
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Fig. 1: Core ontology extracted from WordNet for the “mu-

sic” domain

2 Terminology Extraction in the Do-
main Space

The theoretical foundation underlying this work is the con-

cept of Semantic Domain, introduced for WSD purposes
[14] and further exploited in different tasks, such as Text

Categorization and Relation Extraction [8]. Semantic Do-
mains are common areas of human discussion, such as Eco-
nomics, Politics and Law. Three properties of Semantic
Domains are relevant for our task. First, they are charac-
terized by high lexical coherence [14]. This allows us to
automatically induce specific terminologies from open do-
main corpora. Secondly, the ambiguity of terms in specific
domains decreases drastically, motivating our lexical am-
biguity resolution process. For example, the (potentially
ambiguous) word virus is fully disambiguated by the do-
main context in which it is located (it is a sofiware agent
in the COMPUTER SCIENCE domain and a infectious agent
in the MEDICINE domain). Third, as shown in [8], seman-
tic relations tend to be established mainly among domain
specific terms.

Semantic Domains are described by Domain Models
(DM) [9], by defining a set of term clusters, each represent-
ing a Semantic Domain, i.e. a set of terms having similar
topics (see Figure 2). DMs can be acquired from texts by
exploiting term clustering algorithms. For our experiments
we adopted a clustering strategy based on LSA, following
the methodology described in [9].

To this aim, we first identify candidate terms in the open
domain document collection by imposing simple regular
expressions on the output of a Part of Speech tagger (e.g.
((Adj|Noun)+|((Adj|Noun)*(NounPrep)?)(Adj|Noun)*)Noun)),
as described in [11]. The obtained term by document
matrix is then decomposed by means of Singular Value
Decomposition (SVD) [5] in a lower dimensional domain
matrix D. The i*" row of D represents the Domain Vector
(DV) for the term ¢; O V, where V. = {t1,to,...,t1}
is the vocabulary of the corpus (i.e.,the terminology).
DVs represent the domain relevance of both terms and
documents with respect to any domain. D is then used
to estimate the similarity in a Domain Space (i.e. a k’
dimensional space in which both documents and terms are
associated to DVs) by using the cosine operator on the
DVs.

When a query @ is formulated (e.g. MUSIC), our algo-
rithm retrieves the ranked list dom(Q) = (t1,%2,. .., tk, )
of domain specific terms such that sim(t;, Q) > 6 where
sim(Q, t) is the cosine between the DVs corresponding to
@ and ¢, capturing domain proximity, and 6, is the domain
specificity threshold.

music
composer
beethoven
orchestra
musician
tchaikovsky
string_quartet
soloist

Fig. 2: Semantic Domain generated by the query MUSIC

The process is illustrated in Figure 2. The output of the
Terminology Extraction step is then a ranked list of domain
specific candidate terms and an associate ranked list of do-
main specific documents.
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3 Inducing a core ontology via Con-
ceptual Density

Once a semantic domain has been identified as an unstruc-
tured set of domain specific terms, our algorithm induces a
core ontology from WordNet, by selecting the maximally
dense sub-regions including them. This step involves a
WSD process, as only the domain specific synsets asso-
ciated to the terms extracted in the previous step have to be
selected. To induce the core ontology from the terminol-
ogy, we developed an algorithm, based on CD, that adapts
the Dynamic Domain Sense Tagging algorithm proposed in
[2]. The goal of our algorithm is twofold:

1. Lexical ambiguity resolution. Selecting the domain
specific senses of ambiguous domain specific words.

2. Ontology induction/pruning. Selecting the best gener-
alizations of the domain specific concepts associated
to the word senses.

The algorithm achieves these goals applying a variant of
the notion of CD proposed in [3] In the literature, the clas-
sical notion of CD has been applied in “local” context of
words to be disambiguated, represented as word sets. The
main problem of this approach is that small contexts, typ-
ically composed by few words appearing in the same sen-
tence, do not allow generalization over the WordNet struc-
ture, being them typically spread in the graph, and then
not well connected. For example the words surgeon and
hospital lie in different WordNet hierarchies, preventing us
from finding the common generalization necessary for dis-
ambiguation via CD.

To solve the problem, we apply the CD definition given
in [3], integrating it with Domain Information, as in [2].
The context is here intended as the domain terminology
dom(Q) inferred from the previous step. The terminol-
ogy provides the evidence needed to start the generaliza-
tion process (e.g. in the medical domain we expect to find
much more words related to surgeon, such as oncologist
and dentist, both related by the common hyperonym doc-
tor).

The hypothesis is that when all the paradigmatic rela-
tions among terms in dom(Q) are imposed, the CD algo-
rithm is able to select the proper sub-region of WordNet
containing the suitable domain specific concepts, discard-
ing most of irrelevant senses associated to the extracted ter-
minology. The outcome of the process is thus the subset of
senses or their generalizations able to explain dom(Q) ac-
cording to WordNet. The result is a “view” of the original
WordNet, as the core domain ontology for ) (Figure 1).

Specifically, terms ¢ € dom(Q) can be generalized
through their senses oy in the WordNet hierarchy. The like-
lihood of a sense o is proportional to the number of other
terms t' € dom((Q) that have common generalizations with
t along the paths activated by their hyperonyms « in the hi-
erarchy. A measure of the suitability of the synsets o for
the terms in dom/(Q) is thus the information density of the
subtrees rooted at . The higher is the number of nodes
under « that generalizes some nouns ¢t € dom(Q), the bet-
ter is the interpretation « for dom(Q). The CD of a synset
« given a query Q, cd®(a), models the former notion and
provides a measure for the latter.

Ontology Induction. The target core ontology is the set of

synsets G(Q) that represents the best paradigmatic inter-
pretation of the domain lexicon dom(Q). This can be effi-
ciently computed by the greedy search algorithm described
in [3] that outputs the minimal set G(Q)) of synsets that are
the maximally dense generalizations of at least two terms
in dom(Q). Terms t € dom(Q) that do not have a gener-
alization are not represented in G(Q)'.

As any a € G(Q) is a WordNet sysnset, by complet-
ing G(Q) with the topmost nodes we obtain a subset of
WordNet that can be intended as a full domain-specific on-
tology for the triggering domain (). An excerpt of the core
domain ontology, for Q = {music} is shown in Figure
1 where terms are leaves (green nodes), yellow nodes are
their common hyperonyms o € G(Q) and red nodes are
the topmost nodes.

The core ontology, triggered by the short specification of
a domain of interest given in (), is thus the comprehensive
explanation of all the paradigmatic relations between terms
of the same domain.

Lexical ambiguity resolution. The semantic disambigua-
tion of a target term ¢ € dom(Q) depends on the subset of
generalizations a € G(Q) concerning some of its senses
o¢. Let G¢(Q) be such a subset, i.e.

G1(Q) ={a € G(Q) | oy such that oy < a} (1)

where < denotes the transitive closure of the hyponymy
relation in WordNet. The set o (¢, Q) of inferred domain
specific sense o; for ¢ is given by:

ot,Q) ={or |

where @ = argmaz,ec, ()cd? (). Also, multiple senses
may be assigned to a term. The CD score associated to each
inferred domain sense o; € o(t, Q) (i.e. cd®(a;)) is then
mapped to the probability P(o;|t, @), which accounts for
how reliable the sense is for the term ¢ in the given domain,
by normalizing them so that their sum over all senses of ¢
is equal to 1.

or < a} 2)

4 Evaluation

Our evaluation aims at assessing the ability of our model
in: (1) determining a suitable terminological lexicons; (2)
extracting a proper ontological description of the target do-
main. We then focus on measuring the precision of the ter-
minology extraction step in proposing correct candidates
(Subsection 4.1), and on the accuracy and coverage of the
induced core ontology (Subsection 4.2).

4.1 Terminology Extraction
4.1.1 Experimental Settings

We evaluated terminology extraction in 5 different do-
mains: MUSIC, CHEMISTRY, COMPUTER_SCIENCE,
SPORT and CINEMA. We described them by simple queries
made by their single names (e.g. SPORT is described by the
query “Sport”). As open domain corpus, we adopted the
British National Corpus (BNC). In a preprocessing step,
we split texts into 40 sentence segments, regarded as dif-
ferent documents, amounting to about 130,000 documents.

L A Web version of the greedy CD-based algorithm ia available at
http://ai-nlp.info.uniroma2.it/Estimator/cd.htm.
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Each document is PoS-tagged and terms are identified by
regular expressions as in [11]. Terms occurring in less than
4 documents are filtered out so that a source vocabulary of
about 450,000 different terms is obtained. We run the SVD
process on the resulting 450,000 x 130,000 term by docu-
ment matrix, and we induce a DM from it, by considering
a cut to the first 100 dimensions?.

For each domain, we use the similarity function sim
(Section 2) to rank the candidate terms thus obtaining a
ranked list of the overall dictionary. To carry out the eval-
uation we extract a sample of candidate terms in different
positions in the list. Specifically, we divide the list in 11
rank levels, and extract 20 random terms from each of the
level. The samples are then submitted (neglecting the or-
dering) to two domain experts. Each term is judged as Rel-
evant or Not Relevant for the query domain or Errors for ill
formed expressions (e.g. olive_neighbour), unmeaningful
(e.g. aunty_yakky_da) or non-terms (e.g. good_music).
For each rank level, the percentage of each label over the
20 candidates is computed. Results for the domain MUSIC
are reported in Figure 3.

4.1.2 Results

As far as recall is concerned, systems for terminology ex-
traction are hard to evaluate [19]. This problem is even
more relevant in an open domain scenario, where it is not
possible to have a comprehensive picture of the domain
knowledge actually contained in texts. Thus we focused
only on evaluating precision.

Muslc
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Fig. 3: Evaluation of the Terminology Extraction algorithm
for the MUSIC domain

Results in Figure 3 show that Domain similarity is highly
correlated to the precision of the terminology extraction
step, providing an effective selection criterion. Setting the
domain similarity threshold to 0.8, the algorithm retrieves
about 2500 terms, among which 80% are relevant for the
domain. When the domain is less represented in the corpus
the number of terms retrieved with the same threshold is
sensibly lower (e.g. in the domain chemistry the algorithm
retrieves about 20 terms), but the accuracy is basically pre-
served. Therefore domain similarity provides a meaningful
selection criterion to retrieve domain specific terminology,
ensuring very accurate results without requiring further do-
main specific parameter settings. We also compared our
term extractor to a baseline heuristic, consisting on ranking
the same terms with respect to their frequency in the top
1,000 domain specific documents for each query, obtained

2 SVD is applied through LIBSVDC (nttp://tedlab.mit . edu/~dr/SVDLIBC/)
3 Results on other domains do not significantly differ from those re-
ported for Music and will be not reported because of space limitation.

according to their similarity with respect to the initial query
(as described in [5]). The precision of the two systems is
measured against the labeling of the domain experts of the
best ranked 100 terms proposed by each system. Results
for all the domains are reported in Table 1. Our algorithm
largely outperforms the baseline on all domains.

Domain TE Baseline
Chemistry | 0.85 0.58
Cinema 0.93 0.34
Computer | 0.92 0.46
Music 0.93 0.46
Sport 0.95 0.48

Table 1: Precision of our term extractor (TE) and the base-
line system, on the top ranked 100 terms for each domain.

The lower performance obtained on the CHEMISTRY do-
main are due to the inclusion in the LSA space of some
documents/terms relevant for the more general academic
domain, which in the BNC slightly overlaps with chem-
istry. While these are only preliminary results, they show
that a LSA based algorithm for ranking terms offers a high
degree of precision and can be effectively adopted to per-
form on-line terminology extraction.

4.2 Inducing Domain Specific Core Ontolo-
gies

The goal of the ontology pruning step is to identify coher-
ent sub-portions of WordNet as useful models for a domain:
the hypothesis is that these contain most of the selected
terms and their generalizations. The CD algorithm pre-
sented in Section 3 achieves both goals. In this section
we evaluate the ontology pruning step according to two
factors: the ability of identifying only correct senses for
the terms (Subsection 4.2.2); the “capacity” of the core on-
tologies, i.e. their ability to be populated by novel concepts
and/or instances (Subsection 4.2.3).

4.2.1 Experimental Settings

The induction of the core ontology in each area of inter-
est is based on Wordnet (version 2.0). We focused on the
noun hierarchy, which is organized on 41 taxonomies de-
scribing the hyponymy relation. Due to its huge dimension,
pruning WordNet is not an easy task. Out of the 115,524
synsets in WordNet, a core ontology is expected to contain
only hundreds of concepts, making the retrieval problem
very hard. Given the quality of the terminology extraction
process we used as seed the list of domain specific terms
for each domain. For each domain we selected all the lem-
mata in WordNet comprises within the top ranked 1,000
terms for each domain (set r in Section 3) to initialize the
CD algorithm. The result is the best (i.e. most conceptu-
ally dense) Wordnet substructure. An example is in Figure
1 and 4. Each term that appears in the ontology is also dis-
ambiguated, as the CD provides very low scores (close to
0) for all unrelevant senses, which are then discarded in the
ontology generation phase.

4.2.2 Identifying domain specific senses

In a first analysis we focused on unambiguous terms, as
their corresponding synsets are necessarily domain specific
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senses. The percentage of monosemous words varies sen-
sibly among the different domains, ranging from 48% in
Music to 84% in CHEMISTRY. Figure 3 suggests that less
than 20 % of entries within the first 1,000 candidates are
not relevant for the ontology. An analysis of the first 200
monosemous terms in the candidate list has been carried
out for all domains revealed that about 95% of terms are
correct. In such cases the accuracy of the method is higher,
as monosemous terms included in Wordnet, are clearly less
affected by errors.

Fig. 4: Core ontology extracted from WordNet for the
CHEMISTRY domain

The real issue is here to validate the senses proposed for
ambiguous domain specific terms. This can be regarded
as an unsupervised disambiguation task, as we did not use
any training data. In contrast to the common WSD settings
(where WSD is evaluated as the selection of the correct
sense for words in a textual context), we need to measure
the ability of selecting domain specific senses. In the lit-
erature this problem has been also referred as predominant
sense identification for specific domains, e.g. [15]. Unlike
these approaches, our algorithm does not require domain
specific collections nor the use of any complex preprocess-
ing tool (e.g. a dependency parser).

To evaluate the disambiguation accuracy, we selected
from the top 200 terms in the ranked list of each domain
all the ambiguous terms contained in WordNet. We then
asked two lexicographers to mark their senses with respect
to the query: domain vs. non-domain specific senses are
thus labeled. For example, the lemma percussion has four
senses (i.e. “the act of playing a percussion instrument”,
detonation, rhythm_section and pleximetry), but only the
first and the third have been judged relevant for the domain
MUSIC. Table 2 shows some statistics about the annotated
resource produced as a gold standard. For each domain,
the number of ambiguous cases analyzed and the relative
polisemy (according to Wordnet 2.0) is reported in the first
two columns. The last two columns report two different
inter-annotator agreement measures. AgrF represents the
“full” agreement, estimated by counting all senses in which
the annotators agreed (either positives or negatives) and by
dividing it by the number of all possible senses. This figure
provides an upper bound for the accuracy of the system.
Since we are mostly interested in defining an upper bound
for the F1, we computed a second agreement score. As pre-
cision and recall are measured on the positive senses only,
the last column (4grP) reports the agreement on positive

examples, computed over those cases in which at least one
annotator provided a positive labeling.

Domain Amb Pol AgrF AgrP
Music 35 39 091 0.83
Sport 21 56 092 0.76
Computer 16 48 097 0.89
Chemistry 9 3.7 074 053
Cinema 4 53 095 0.85
Total 95 40 091 0.78

Table 2: Domain Specific Gold Standards for Sense disam-
biguation

The output of the CD algorithm is an estimation of the
probability, for each sense, to be relevant for the domain
expressed by the query. We can obtain a flexible binary
classifier imposing a threshold 7 > 0 on the output sense
probabilities: a sense is accepted iff its probability is above
7. Figure 5 shows the micro F1, averaged over all domains,
obtained by the classifier parameterized with different val-
ues of 7, (i.e. from 0, all accepted, to 1, none accepted).

The best F1 value (i.e. 0.75) is obtained by selecting all
those senses whose probability is above 0.1. The system is
also very precise, at cost of some points of recall: precision
is over 0.8 at recall 0.56, and over 0.9 at recall 0.2. This
trade-off is interesting as in ontology learning more precise
results are often preferable.
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Fig. 5: Precision and recall for different probability thresh-
olds obtained by the WSD algorithm.

Table 3 summarizes the individual F1 scores over pos-
itive examples, in all domains, obtained with the optimal
settings of the classification threshold, i.e. 7 = 0.1 *. Two
different baselines are reported: random and most frequent
sense selection. The model outperforms both baselines.
Notice how the performance is close to the upper bound
provided by the agreement AgrP on positive examples of
Table 2. As the CD algorithm is fully unsupervised, the
improvement on the first sense heuristic is a very good re-
sult.

Dom Prec Rec F1 md MF
Mus 0.85 088 0.87 | 0.27 0.38
Spo 054 071 061|022 0.67
Com 0.58 082 0.68 | 023 0.18
Chem | 0.64 0.875 0.74 | 0.32 0.29
Cine 056 071 0.63 | 0.22 0.72
Micro | 0.69 0.82 0.75 | 0.25 0.40

Table 3: WSD performances

4 Although this setting is derived from the test set itself, it is worthwhile
to remark that the same optimal value is preserved over all domains.

50 RANLP’2007 - Borovets, Bulgaria



4.2.3 Capacity

A final evaluation has been carried out to measure the capa-
bility of the core ontologies to host novel concepts and/or
instances retrieved in the terminology extraction phase (i.e.
their capacity). We gave to domain experts the lists of the
top ranked 100 terms not included in WordNet for the MU-
sic and CHEMISTRY domains. Then, they were asked to
judge whether it was possible to attach the terms not in
WordNet either to a High Level concept in the ontology
(i.e. the topmost nodes, such as entity or person) or to a
domain specific concept (i.e. the leaves in the ontology).
Terms that could not be attached to any node of the core
ontology have been marked as Null. Results are reported
in Table 4. As the class of Null terms is also including
errors from the terminology acquisition step, we can con-
clude that most of the terms are covered by the acquired
domain ontology and can then be further exploited to pop-
ulate domain specific nodes.

| NULL HIGH DOMAIN
Music 22%  31% 47%
CHEMISTRY | 46% 7% 47%

Table 4: Capacity evaluation. Percentage of terms not in
Wordnet covered by the automatically extracted core on-
tologies

5 Conclusions and Future Work

In this paper we proposed a robust and widely applicable
approach for dynamically harvesting domain knowledge
from general corpora and lexical resources . The method
exploits the notion of Domain Space and an n-ary semantic
similarity measure over Wordnet for terminology extrac-
tion and ontology acquisition. Both processes are very ac-
curate, fully unsupervised and efficient. The disambigua-
tion power of the entire chain is very good, largely out-
performing traditional effective baselines. The good im-
pact over complex tasks such as term disambiguation and
projection of suitable hyponymy/hyperonymy relations in
Wordnet opens a number of potential applications. From
a methodological point of view, we plan to extend the ac-
quisition process targeting novel relations among concepts
implicitly embodied in the original corpus. Also, we plan
to develop automatic methods to further populate the core
ontology with novel terms retrieved in the terminology ex-
traction phase. The on-the-fly derivation of ontological de-
scriptions for the specific domain of interest can be very
attractive in Web applications (e.g. querying or navigation
scenarios) and every process dealing with complex (e.g.
distributed on-line) meaning negotiation problems. A tool
for the automatic compilation of the induced ontology into
standard knowledge representation formalisms for the se-
mantic WEB, like OWL, is currently under development,
as a general Web service to be easily integrated into an On-
tology Engineering framework.
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Abstract

This paper describes a lightweight method for
capitalizing speech transcriptions. Several re-
sources were used, including a lexicon, news-
paper written corpora and speech transcrip-
tions. Different approaches were tested both
generative and discriminative: finite state
transducers, automatically built from Lan-
guage Models; and maximum entropy models.
Evaluation results are presented both for writ-
ten newspaper corpora and speech transcrip-
tions of broadcast news corpora.

Keywords

Rich transcription, capitalization, truecasing, maximum en-
tropy, language models, weighted finite state transducers

1 Introduction

Enormous quantities of digital and video data are daily
produced by media organizations, such as radio and
TV stations. Automatic speech recognition systems
can now be applied to such sources of information in
order to enrich it with alternate information for ap-
plications, such as: indexing, cataloging, subtitling,
translation and multimedia content production. The
Automatic Speech Recognition (ASR) output consists
of raw text, often in lower-case format. Even if use-
ful for many applications, such as indexing and cat-
aloging, the ASR output benefits from capitalization
information for other tasks, such as subtitling and mul-
timedia content production. In general, enriching the
speech output aims to improve legibility, enhancing
information for future human and machine process-
ing. Besides capitalization, enriching speech recogni-
tion covers other activities, such as insertion of punctu-
ation marks and detection and filtering of disfluencies,
not addressed in this paper.

This paper describes a method for capitalization
of automatic speech recognition transcriptions, using
a reduced set of data, which can be integrated, for ex-
ample, on an on-the-fly system for subtitling. The
different data sources used for our experiments are
described in section 2. Section 3 defines the perfor-
mance measures used for evaluation. Section 4 de-

| Corpus | Duration | Tokens |
train 61h 467k | 81%
development 8h 64k | 11%
test 6h 46k | 8%

Table 1: Different parts of the SR corpus

scribes the different methodologies employed. The re-
sults achieved for capitalization are presented in sec-
tion 5. The paper ends with some final comments and
ideas for future work.

2 Data sources

The ultimate goal of this work is to perform auto-
matic capitalization on the output of an ASR system.
We will start by using written newspaper corpora for
training and testing a set of methods and finally we will
apply these methods on speech transcriptions. By do-
ing so, we expect to analyze the performance degrada-
tion when moving from written corpora to speech tran-
scriptions, and combine the available data sources in
order to provide richer training sets, thus enhancing fi-
nal results. Some small lexicons are also experimented
in order to overcome the problem of using small data
sets for training. The following subsections provide
details about each one of the used data sources.

2.1

The Speech Recognition (SR) is an European Por-
tuguese broadcast news corpus, collected in the scope
of the ALERT international project!. The training
data of the SR corpus was recorded during Octo-
ber and November 2000, the development data was
recorded during December, and the evaluation data
was recorded during January 20012. Table 1 shows
details about the corpus data sets.

The manual orthographic transcription of this cor-
pus includes information such as punctuation marks,
capital letters and special marks for proper nouns,
acronyms and abbreviations. Each file in the corpus
is divided into segments with information about the

Speech Recognition Corpus

I https://www.12f.inesc-id.pt /wiki/index.php/ALERT
2 https://www.12f.inesc-id.pt /wiki/index.php/ALERT _Corpus

52 RANLP’2007 - Borovets, Bulgaria



| Corpus [ Period [ Words ‘
train 1995 to 2000 | 97.9 M | 76%
development | 1st sem. 2001 | 15.7 M | 12%
test 2nd sem. 2001 | 15.1 M | 12%

Table 2: Different parts of the RecPUB corpus

List Words
Acronyms and Abbreviations 72
Proper nouns 466
Names of countries and cities 357
Nouns and abbreviations (POS selection) 652
Acronyms (POS selection) 14

Table 3: The different information sources used for
building LEX

start and end locations in the signal file, speaker id,
speaker gender and focus conditions.

Besides this manual orthographic transcription,
other transcriptions are available: the one automat-
ically produced by the Audio Preprocessor module
(APP) and the one automatically produced by the
ASR module. Nevertheless, for the results presented
in this paper only manual transcriptions are used.

2.2 Corpus “Recolha do Publico”

Most of the experiments here described use a limited
vocabulary of 57k words, extracted from the lexicon
of our ASR module. The BN speech transcription
information is without doubt insufficient to provide
enough training material for all words in our vocab-
ulary. “Recolha do Publico” corpus (RecPUB) is a
written newspaper corpus of about 130 million words
that can be used to provide the remaining information.
Table 2 provides details on each part of the corpus.

The properties of a written newspaper corpus are
quite different from what can be found in speech tran-
scriptions. For example, a speech transcription may
be produced from spontaneous or planned speech and
may contain phenomena, such as filled pauses and dis-
fluencies. However, the co-occurrence of words found
in written corpora may be a valuable resource for the
capitalization task, which can also be applied to speech
transcriptions.

2.3 Lexicons

A lexicon (LEX) built from several lists of words
was also used in order to overcome the small size
of the training data. Apart from existent lists of
acronyms, proper nouns, names of countries and capi-
tals, a POS-tagger was also used for identifying unam-
biguous Nouns and Abbreviations in the vocabulary.
Table 3 shows the different lists that compose our lex-
icon. After joining all the separate components, a lex-
icon of about 1500 unique words is achieved.

An additional lexicon (PubLEX) was also built,
writing each word of the vocabulary with the most
common graphical form, as appearing in the RecPUB
corpus training data. The lexicon size is 57k.

3 Performance measures

The following performance measures are used: Preci-
sion, Recall, F-measure, and Slot Error Rate (SER)
[4], defined in equations (1) to (4). For the capital-
ization task here performed, a slot corresponds to the
occurrence of a word containing capital letters.

Precision = hgyp = CrS+1 _'_g T (1)
C C
Recall = =% = 557D @)

7 2 * Precision x Recall (3)
measure =
Precision + Recall

total slot errors I+D+ S8
ER = = 4
SER ref C+D+S (4)

For the equations: C' is the number of correct slots;
I is number of insertions (spurious slots / false ac-
ceptances); D is number of deletions (missing slots /
false rejections); S is number of substitutions (incor-
rect slots); ref is number of slots in reference; and hyp
is number of slots in hypothesis.

Reference: here is an Example of a big SER
Hypothesis: here Is an example of a big SER
ins del cor

Figure 1: Example of slot occurences

Applying the performance measures to the example
of figure 1, a 50% Precision, Recall and F-Measure is
achieved, but the SER is still 100%, which may be
a more meaningful measure, once the number of slot
mistakes is greater than the number of correct ones.

4 Methodologies

Different methodologies are exploited in order to re-
cover capitalization information: (1) using the SRILM
toolkit [6]; (2) using a transducer, built from a pre-
viously created Language Model (LM); and (3) us-
ing maximum entropy models. The first two method-
ologies are generative (joint) modeling approaches,
while the last one is discriminative (conditional). The
following subsections provide details on each of the
methodologies.

4.1 SRILM toolkit and transducers

For our generative modeling approach, the initial step
consists of creating an N-gram language model from
the corpus. This step is performed using the SRILM
toolkit. For trigram language models, we use Chen and
Goodman’s modified Kneser-Ney discounting, with
backoff or with interpolation, as implemented by the
ngram-count tool.

The disambig tool, an HMM-based tagger that
uses an hidden-event N-gram LM [7], is also part of
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(SRILM)

disambig
(SRILM)
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capitalized
sentence

Figure 2: Using only the SRILM toolkit

capitalization
wfst (T)

capitalized
sentence

Figure 3: Using a WFST to perform capitalization

the SRILM toolkit, and can be used to perform capi-
talization directly from the language model. Figure 2
illustrates the process, where each cloud represents a
process and a ellipse represents data. The Map corre-
sponds to a file with all alternate forms of writing each
word in the vocabulary. This is the most straightfor-
ward method, producing fast results, often used by the
scientific community for this kind of task. It was part
of the baseline suggested in the IWSLT2006 workshop
competition?.

Another method, based on Weighted Finite State
Transducers (WFST), is illustrated in figure 3. The
SRILM toolkit is firstly used produce an LM from the
corpus and then the LM is converted into a finite state
automaton (FSA), which can be viewed as a WFST
having the input equal to the output. The transducer
T, used for performing capitalization, results from the
previous transducer where each input word was con-
verted to its lower-case representation. The input of
the resultant transducer can be represented by a lower-
case vocabulary, while the output contains all graph-
ical forms. The right side of figure 3 shows the pro-
cess of capitalizing a sentence. The input sentence is
firstly converted into an FSA (S) and then the oper-
ation bestpath(S oT) produces the desired result, in

3 http://www.slt.atr.jp/TWSLT2006/downloads/
case+punc_tool using SRILM.instructions.txt

lower-case
sentence
text2features

on-the-fly
predict
capitalized
sentence

Figure 4: The mazimum entropy approach

trained
models

the form of another automaton.

Both methods use the ngram-count tool for creat-
ing the LM from the training data. As a consequence
of that, experiments performed in the same conditions
by the two methods share the same language model.

4.2 Maximum entropy

The discriminative modeling approach here applied
is based on Maximum Entropy (ME) models. The
MegaM tool - Maximum Entropy Model Optimization
Package [2] is used for training, and the on-the-fly
predicting tool uses previously trained models for per-
forming the capitalization task. Figure 4 illustrates
the overall process. The first step consists of training
the models using a set of predefined features and the
next step consists of using that information in order
to predict the results. The MegaM tool includes an
option for predicting results from previously trained
models, but unfortunately it was not prepared to deal
with a stream of data and produces results only after
completely reading the input. The on-the-fly pre-
dicting tool overcomes this problem while using previ-
ously trained models in the original format.

The ME modeling approach allows easy combina-
tion of several sources of information, such as word
information and POS tagging information. Neverthe-
less, the experiments here described only use features
capturing word information, sometimes combined as
bigrams and trigrams. The delay between the input
and the output constitutes a problem for a module re-
quired to work on an on-the-fly system. Besides the
computational time delay, an important aspect to be
taken into consideration is the number of words on the
right of the current word required to make a decision.
For the results presented here, the feature set was cho-
sen in order to avoid a right context greater than one.

5 Results

We assume that the first word of each sentence will
always be capitalized in other processing step, for ex-
ample along with the punctuation, since its correct
graphical form mostly depends on its position in the
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[ LM options | LM size |

unigrams 7.3Mb
bigrams 27Mb
trigrams 78Mb

Table 4: Different LM sizes

| LM options | Prec [ Recall[| F [ SER |
unigrams 91% 74% 82% | 0.333
bigrams 94% 84% 89% | 0.212
3-gram 93% 79% 85% | 0.271
3-gram, interpol. | 93% 80% 86% | 0.266

Table 5: SRILM Toolkit results over RecPUB corpus

sentence. These words are excluded from training and
evaluation, seeing that evaluation results may be in-
fluenced when taking such words into account [3].
The next subsections will show results achieved
with both the generative and discriminative ap-
proaches: We will start by presenting some results
obtained with the SRILM toolkit and the WFST, ap-
plied to both written newspaper corpora and speech
transcriptions. Then some experiments, using maxi-
mum entropy with a limited quantity of data, will be
described. Results achieved using only the most com-
mon graphical form are included in all experiments,
which is a popular baseline for similar work [1, 3].

5.1

The first set of experiments were performed on written
newspaper corpora, using RecPUB both for training
and testing. As we use a vocabulary, all words outside
vocabulary were marked “unknown” and punctuation
marks were also removed from the corpus. The content
of the corpus became closer to a speech transcription,
but without recognition errors or disfluencies. A large
size written corpora often contains a number of ortho-
graphic errors and less common words which, used in
bigrams and trigrams, originates large quantities of in-
effective data. Because of that, bigrams and trigrams
occurring less than 5 times were not considered for LM
training. Table 4 shows the size of each LM depend-
ing on the building options: unigrams, bigrams, and
trigrams.

The first capitalization results for written newspa-
per corpus are presented in table 5. Both training
and evaluation were performed with the RecPUB cor-
pus, using the SRILM toolkit. Results achieved by
unigrams show that, using only the current word, an
SER of 33% can be achieved. The use of bigrams con-
ducts to the best result, increasing both precision and
recall, and showing that word co-occurrence is an im-

The generative approach

| LM options [ Prec [ Recall | F | SER |
unigrams 91% 7% | 83% | 0.307
bigrams 94% 88% | 91% | 0.176
3-gram 95% 89% | 92% | 0.155
3-gram, interpol. | 95% 89% 92% | 0.154

Table 6: WFST results over RecPUB corpus

[ LM options | Prec [ Recall | F | SER |
unigrams 81% 76% | 78% | 0.418
bigrams 8% 85% | 81% | 0.388
3-gram 79% 81% 80% | 0.409
3-gram, interpol. | 80% 81% | 81% | 0.390

Table 7: Results of SRILM method on the SR corpus

| LM options | Prec [ Recall | F | SER |
unigrams 81% 7% | 79% | 0.422
bigrams 79% 86% | 82% | 0.368
3-gram 78% 87% | 82% | 0.380
3-gram, interpol. | 78% 86% 82% | 0.382

Table 8: Results of WFST method on the SR corpus

portant aspect to be taken into consideration for a
capitalization task. The disambig tool has produced
poor results for trigrams, which can be related to an
increase of the search space when moving to a trigram
language model. These results provide a baseline for
the following experiments.

The second experiment was performed using WF-
STs on the same corpus. Moreover, the capitalization
transducers were produced from the same LM used in
the previous experiment. Results from this experiment
are shown on table 6. This method produces better re-
sults independently of the option for building the LM.
The increase in the precision and recall values is cor-
related with the usage of higher order ngrams, and
trigram models achieves the best results. The biggest
difference, in terms of SER, occurs when moving from
unigrams to bigrams, given that trigram models only
add about 1% to precision and recall values.

The following experiments use the previous LM
models, built for written newspaper data, in order to
capitalize broadcast news speech transcriptions. Ta-
bles 7 and 8 shows the results of these experiments,
using both the SRILM toolkit and WFST methods,
over the SR corpus evaluation data. Results show the
expected decrease of performance when going from
written newspaper corpora to speech transcriptions.
Notice however that the training was performed in the
written newspaper corpora, which do not share the
same properties as the speech transcription. The best
results were achieved using bigrams for both methods,
revealing a significant difference between written cor-
pora and speech transcriptions.

Other experiments on capitalization were also per-
formed for BN speech transcriptions, using only the
SR data for training. The best result in terms of SER
was 0.434, corresponding to a precision of 82% and re-
call of 72%. This result is no better than the worse
result achieved using the written newspaper corpora
for training, even so this was an expected result given
the small training data size.

The WFST method consistently produces better
results than using the disambig tool. Nevertheless,
the current implementation of the WFST method im-
plies loading, composing and searching a large non-
deterministic transducer, thus being the most compu-
tationally expensive method proposed.
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[ Exp | Corpora features | Lexicons [ Prec [ Rec| F | SER |
1 w; 85% | 65% 0.466
2 Wi (wi_lvwi) (wi7wi+1) 84% 67% 0.455
3 Wy (wi717wi) (wi7wi+1) (wi,27w¢,1,wi)(wi,1,wi7w¢+1) 84% 67% 0458
4 PubLEX 80% [ 73% [ 76% [ 0.453
5 wi (w,_,wi) (W, wit1) LEX 84% | 68% | 75% | 0.446
6 wi (w;_q,w:) (w,,wir1) PubLEX 85% 3% 1 79% | 0.391
7 wi (w,_,wi) (w;, wit1) LEX, PubLEX | 8% | 73% | 79% | 0.391

Table 9: Results of maxent over the BN speech transcriptions (SR corpus)

5.2 The discriminative approach

The Maximum Entropy approach requires that all in-
formation be expressed in terms of features, according
to a previously defined feature set. The resultant data
size may be several times the original one, making it
difficult to use large corpora, such as the RecPUB cor-
pus, for training purposes. The SR corpus training
material (467k words) is clearly insufficient for cover-
ing the 57k vocabulary. In order to mitigate this prob-
lem we also used the two lexicons, previously described
in section 2. By using this approach we expect to
achieve gains while introducing small data resources.

Table 9 shows results for the most relevant exper-
iments, combining different feature sets and informa-
tion sources. For each one of the experiments, the ta-
ble describes all the features used for capturing knowl-
edge from SR corpus, where: w; is the word at position
i of the corpus, (w;, w;) is the bigram containing words
w; and w; and (w;, w;, wy) is the trigram containing
words w;, w; and wy, .

The first 3 experiments were conducted using only
the speech transcription data for training, without any
additional resource. Experiment 1 establishes a base-
line for what can be achieved using only the most com-
mon way of writing a given word, taking the SR cor-
pus training data as reference. For this experiment,
if no training data was available for a given word, it
was kept lower-case. Experiments 2 and 3 show that
adding bigrams and trigrams do not produce large
changes, even so, bigram models is a good compromise
between size and performance. These three experi-
ments show that the SR corpus is far from sufficient
for training.

Experiment 4 shows that by using only the most
common way of writing a word, taking RecPUB data
as reference, produces better results than using SR cor-
pus alone. This experiment also shows that the ME
approach produces lower results than previous gener-
ative approaches. The first line of each one of the ta-
bles 7 and 8 corresponds to the same task performed
either with SRILM toolkit or the WFST, and the SER
is about 3.3% better than current results. This is due
to the representation of the information used in both
approaches: the generative approaches considers the
two words from bigram (w;,w;) independently, while
the ME approach consider the bigram as a whole.

Experiment 5 shows the contribution of a small
lexicon resource (LEX). The best result is achieved by
combining the speech transcriptions from the SR cor-
pus and the PubLEX lexicon, as shown in experiment
6. Experiment 7 also shows that LEX resource does

not add much information when using PubLEX.

The SER achieved using bigrams with the max-
imum entropy is only 2% worse than best results
achieved using a generative approach, however this
method allows a much faster way of performing cap-
italization directly from an input stream, given that
the correct graphical form of a given word is calcu-
lated by means of a weighted sum of values, given by
the word’s correspondent features.

6 Concluding remarks

This paper addresses the problem of producing the
capitalization information for texts without that infor-
mation, such as the output of an ASR system. Three
different methods were described and results were pre-
sented both for manual transcriptions of speech and
written newspaper corpora. Omne of the methods,
described as lightweight, combines different data re-
sources for training and uses a straightforward proce-
dure for predicting results. The performance achieved
using this method is almost as good as using our best
approach, while using a smaller number of resources.
It has been integrated on an on-the-fly subtitling mod-
ule for broadcast news, deployed at the Portuguese
national television broadcaster.

Results for recovering capitalization both from
written unpunctuated newspaper corpora and from
broadcast news transcription were presented. Con-
cerning the written newspaper corpus, we conclude
that bigram and trigram information significantly con-
tributes to enhance results, despite that trigram infor-
mation only contributes with about 1% to precision
and recall values. The used BN speech transcription
corpus is too small and does not cover much of the
vocabulary. Results show that using trigrams do not
significantly improve results achieved by bigram when
dealing with speech transcriptions. Lexica contribute
to enhance the results when dealing with small size
training data.

7 Future work

For now only three ways of writing a word were ex-
plored: lower-case, all-upper, first-capitalized, not cov-
ering mixed-case words such as RTPi and SuSE. We
expect to address these cases in a near future, perhaps
using a small lexicon.

Experiments concerning speech transcriptions and
achieved results were produced using a manual BN
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speech transcription. We plan to define a strategy for
performing evaluation directly on automatic speech
transcriptions, either performing a previous aligne-
ment with the manual transcriptions, or performing
a human evaluation.

The problem of dealing with a dynamic vocabulary
remains unaddressed in our experiments. Other fea-
tures, such as word prefix and suffix, number of vowels
and consonants shall also be explored. We also plan
to introduce information coming from a part-of-speech
tagger, in our ME models, already shown to improve
results [5].

In the scope of the national TECNOVOZ* project,
large amounts of broadcast news hand-annotated tran-
scriptions, are now being daily produced. In the near
future we plan to have much more training material,
which will hopefully provide more accurate results.
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Abstract

In this work the use of confidence measures for
detecting errors of stochastic parsing is explored.
The confidence measures are based on poste-
rior probabilities computed over a list of the n-
best parse trees. Several confidence measures are
proposed and a naive Bayes model is also con-
sidered. The proposed confidence measures are
tested with the Charniak parser and the Penn
Treebank corpus.
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1 Introduction

Syntactic parsing is the process of recognizing an in-
put sentence and assigning to it a syntactic structure.
Syntactic parsing [11] is an important problem related
to Natural Language Processing (NLP) and thus plays
an important role in problems like Semantic Analysis,
Question Answering, RNA Modeling [16], Language
Modeling [5], and Machine Translation [23, 4], among
others. In stochastic syntactic parsing, a syntactic
structure (parse tree) is obtained according to some
criterion by using a stochastic model and a parsing al-
gorithm. This paper focuses on the use of Stochastic
Context-Free Grammars (SCFGs) as stochastic mod-
els and context-free parse trees as syntactic structures.
SCFGs is a powerful formalism that has been widely
used for stochastic syntactic parsing [1, 20, 2, 15, 6].
A large variety of parsing algorithms can be found in
the Computer Science and Computational Linguistic
literature. Some of the current syntactic parsing al-
gorithms are based on the classical CYK [9] and Ear-
ley [7] algorithms. However, in recent years, other
syntactic parsers have been considered for real tasks
of NLP [2, 15, 10, 6].

Given the difficulty and the importance of parsing
in all of these applications, there exists an increasing
necessity to detect the erroneous syntactic structures.

Confidence measures have been extensively used in
Speech Recognition [22, 18], in Spoken Dialogue Sys-
tem [19] and Statistical Machine Translation [21]. A
confidence measure can be defined as the probability
of a part (typically word-level) of the output sentence
being correctly recognized. Confidence measures have
been used for different purposes. They have mainly
been used for detecting recognition errors and for im-
proving the recognition accuracy.

In this paper, the use of confidence measures is pro-
posed to detect errors in a statistical syntactic parsing.
Therefore, given the output hypothesis provided by a
stochastic syntactic parser, the main goal will be to
estimate a confidence measure for each syntactic sub-
structure in the output hypothesis, in order to detect
those syntactic substructures that are likely to be in-
correctly parsed.

The estimation of confidence measures can bhe seen
as a classical pattern recognition problem. A feature
vector is obtained for each hypothesized syntactic sub-
structure in order to classify it as either correct or
incorrect. Thus, the basic problems will be to find ap-
propriate pattern features and to design an accurate
classifier.

N-best lists have been used for different purposes
in confidence estimation for Speech Recognition [22]
and Machine Translation [21]. The N-best list is a
collection of the N most probable sentences sorted ac-
cording to their probabilities. They have been used
hoth to directly estimate the confidence measure and
to compute predictor features. In this work, N-best
parse trees for both purposes are used.

For combining the predictor features, a smoothed
naive Bayes classification model has been adopted.
This model has been successfully used for confidence
estimation in Speech Recognition [18, 17]. The model
itself is a combination of tag-dependent (specific)
and tag-independent (generalized) naive Bayes models.
This classification model provides a sound framework
to profitably combine the predictor features.

The paper is organized as follows. A brief review
of stochastic syntactic parsing is given in Section 2;
Section 3.1 presents the confidence measures and the
predictor features used in this work; Section 3.2 de-
scribes the naive Bayes classification model; and, fi-
nally, Section 4 presents the experimental setup, eval-
uation metrics and the experimental results.

2 Parsing

Stochastic parsing aims to find the most probable
parse tree of a given input using a grammatical model
and a parsing algorithm.

Some of the current syntactic parsing algorithms [6]
are based on the classical CYK [9] and Earley [7] algo-
rithms. The CYK and Earley algorithms are based on
dynamic programming scheme. An important prob-
lem related with these algorithm is their cubic time
complexity.
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In recent years, other syntactic parsing algorithms
have been considered for real tasks of NLP. In these
algorithms other search strategies different from the
dynamic programming scheme are used to compute the
most probable parsing. In [3], an agenda-based chart
parser is described in which the items are chosen from
an agenda according to a figure of merit. The number
of items that are processed before obtaining the most
probable parsing is notably less than the number of
items that are obtained with an exhaustive search.

In [2], & maximum-entropy-inspired parser is pre-
sented. First, a parser that uses a chart together
with an agenda is used to generate candidate possi-
ble parses. The figure of merit that is used to choose
the item from the agenda is defined by using a lexi-
calized SCFG [3]. Second, a probabilistic model that
is based on the maximum entropy principle is used
to evaluate the candidates parse trees introduced in
the agenda. The parse tree obtained in this way is
not guaranteed to be the exact most probable parse
tree according to the SCFG. The experiments reported
in [3] shown a very good performance on the Penn
treebank corpus. Recent improvements on this pars-
ing algorithm achieves about 92% f-measure by using
a semi-supervised learning [13].

In [15], a beam-search strategy is used and therefore
the optimality of the solution is not guaranteed.

In [10], an A* algorithm is presented to compute the
exact most probable parsing of a string. In this parser
the search is driven by a function that guarantees that
the best parse string is not lost. In that work, several
bounds are proposed for the A* search, and experi-
mental results are reported for delexicalized strings of
the Penn treebank corpus.

The output of all parsers that have been previously
described is a parse tree in which each span is labeled
with a tag. Obviously, the parsing process introduces
errors both in the size of the spans and in the tags. The
following section describes the estimation of confidence
measures to detect automatically erroneous tags.

3 Confidence Measures

Confidence measure estimation can be seen as a two-
class pattern recognition problem in which each hy-
pothesized tag is transformed into a vector of fea-
tures and then classified as either correct or incorrect.
The basic problem then is to decide which predictor
features (pattern) and classification model should be
used.

3.1 Predictor Features

A predictor feature can bhe defined as a numeric value
which is computed automatically for a tag and which
helps detecting errors.

A set of predictor features based on N-hest lists has
been selected in order to classify each tag as either cor-
rect or incorrect. These features are based on posterior
probabilities and they have been successfully applied
for confidence estimation in machine translation [21].

Let us assume that, given an input sentence s =

-+ 85|, the parser produces the most probable parse

tree . The syntactic structure ¢ is composed by sub-
structures that are habitually referred as edges [3]. Let
ti; be an edge which represents a syntactic tag = that
covers the substring between positions ¢ and j. Let
L be the N-best parse trees generated by the parser.

For the computation of the features for an edge t7;

of ¢, a subset Sy; of M parse trees (0 <M < N)is
extracted from Ly based on two different criteria:

o Lewvenshtein position: Sy is composed of those M
parse trees containing an edge that is aligned with
edge t7; by means of an edit distance.

o Target position: Sy is composed of those M sen-
tences containing an edge that is aligned with
edge t7; in exactly the same position.

Different features can be calculated for each t3; of t

=g W )

£€SA4

Depending on how W (f) and R are defined and com-
puted, two features can be defined:

e based on tree parse probabilities: W (1) is the pos-
terior probability of £, and R is computed by sum-
ming up the probabilities over all parse trees in
the N-best parse tree list.

e based on relative frequencies: W (t) is 1 and R is
N.

Therefore, given an edge ¢7; of t, 4 different features
are computed by using the N best parse tree list L.
Table 1 shows the feature acronyms used in the exper-
iments described in Section 4.

Levenshtein position
ProbLev
FreqLev

Target position
ProbTarget
FreqTarget

Probabilities
Frequencies

Table 1: Four predictor features used in this work.

3.2 Naive Bayes model

We have adopted a smoothed naive Bayes classification
model for obtaining the confidence measures. This
model has been successfully used for speech confidence
estimation [18].

The class variable is denoted by ¢; ¢ = 0 for correct
and ¢ = 1 for incorrect. Given an edge e and a D-
dimensional vector of features x, the class posteriors
can be calculated via the Bayes’ rule as

P(cle) Pz
2 Ple )( e)

For simplicity, the model includes the naive Bayes
assumption that the features are mutually indepen-
dent given a class-edge pair,

)

(2)

Plelz,e) =

H P(zq4lc,e) (3)

P(x|c,e)
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Therefore, the basic problem is to estimate P(c|e)
for each edge and P(x|c,e) for each class-edge pair.
Given T training samples {(x,,cn,e,)}._; obtained
from all the edges of the most probable parse trees
associated to the sentences of a training corpus, the
unknown probabilities can be estimated using the con-
ventional frequencies:

Plele) = S (W
P(adle,e) = Lfv“'(dc"jf) (5)

where the N(-) are suitably defined event counts; i.e.,
the events are (c,e) pairs in (4) and (z4, ¢, e) triplets
in (5).

In practice, some features may have continuous
rather than discrete domains. In that case, the use of
Eq. 5 requires the discretization of continuous features.
This is performed by dividing the feature domain into
a fixed number of evenly-spaced bins of fixed size (usu-
ally around 20). The minimum, maximum and bin size
are set hy visual inspection of the histograms of the
features of the examples from the correct and incor-
rect classes. Given this information, the naive Bayes
implementation includes a function that maps the con-
tinuous feature value x4 to the corresponding discrete
bin number.

Unfortunately, these frequencies often underesti-
mate the true probabilities involving rare edges and
the incorrect class. To circumvent this problem,
the model is smoothed using the absolute discount-
ing smoothing technique imported from statistical lan-
guage modelling [14]. The idea is to discount a small
constant b € (0,1) to every positive count and then
distribute the gained probability mass among the null
counts (unseen events). A detailed explanation of the
smoothed model can be found in [18].

Once the parameters of the model are estimated, in
the test phase, a edge is classified as incorrect if the
confidence estimation P(c = 1|x,e) is greater than a
certain threshold 7.

4 Experiments

4.1

Given a certain parser, it produces a set N, of edges
that are labeled as correct and N; edges that are la-
bheled as incorrect. Then, after confidence classifica-
tion is performed for a certain classification threshold
7, the result achieved is a set Ny(7) (0 < Ny(7) < N)
of edges labeled as correct which are classified as in-
correct (false rejection), and Ny(7) (0 < Ny(7) < N;)
labeled as incorrect which are classified as incorrect
(true rejection).

Based on the false rejection Ny(7) and the true re-
jection N¢(7), two measures are of interest for the eval-
uation of confidence estimation:

1. The False Rejection Rate (FRR), defined as:
N¢(T) ,
N, (

Evaluation Metrics

Ry(r) =

2. The True Rejection Rate (TRR), defined as:

Ry(r) NT(T) (7)

The trade-off between R; and R; values depends on
the decision threshold 7. A Receiver Operating Char-
acteristic (ROC) [8] curve represents R against R, for
different values of 7 € [0, 1].

The area under a ROC curve divided by the area of a
worst-case diagonal ROC curve, provides an adequate
overall estimation of the classification accuracy. We
denote this area ratio as AROC. The AROC value is
in the range of 1.0 to 2.0, with 1.0 corresponding to
a random classification of correct and incorrect edges,
and 2.0 would indicate that all edges can be correctly
classified.

Another different criterion is the Confidence Error
Rate (CER). This metric is defined as the number of
clagsification errors divided by the total number of
classified syntactic edges. Thus, the CER value also
depends on the decision threshold 7. CER can be com-
puted as:

A haseline CER is obtained assuming that all syn-
tactic edges are classified as correct. Then, the base-
line CER. is computed as:

N;

CFE Rpaseline m

(9)

4.2 Experimental setup

The experiment of this section were carried out with
the Penn Treebank corpus [12] and the Charniak
parser! [2]. Such as it is described in [2], this parser
was trained on sections 2-21 of the Penn Treebank cor-
pus.

For the experiments regarding confidence measures,
section 24 was used for training the naive Bayes model,
section 22 was used as development and section 23 was
used for test. No length restriction was imposed on
the training, development and test corpora. For each
sentence of the training, development and test corpus,
we computed at most the 5,000 best parses. For the
test corpus, 7.6% of the sentences had less than 5,000
parses available, the average number of N-best parses
per sentence was 4,719 and the typical deviation was
1,043.

4.3 Automatic labeling of edges

In order to evaluate the performance of the automatic
confidence estimation and to estimate the parameters
of the classification model described in Section 3, it is
necessary to label as correct or incorrect each edge of
the most probable parse tree of all sentences of cor-
pora.

Given that a manually annotated parse tree is avail-
able for each sentence of the Penn Treebank corpus,

L ftp://ftp.cs.brown.edu/pub/niparser/

60 RANLP’2007 - Borovets, Bulgaria



the automatic labeling of edges was based on an edi-
tion distance process hetween the manually annotated
reference edges and the edges of the most probable
parse sentences. The same edition distance is com-
puted between the most probable parse sentences and
the N-best parse trees in order to compute the predic-
tor features.

4.4 Results

The unknown probabilities of the smoothed naive
Bayes model, described in Section 3.2, were estimated
using the training corpus. Different smooth parame-
ters of the model were optimized using the develop-
ment corpus. Also, the development corpus was used
to find the best classification threshold 7 i.e., that with
minimum CER(7).

The performance of each single feature has been
evaluated in two different manners. On the one hand,
the features have been used directly as confidence
measures. On the other hand, the smoothed naive
Bayes model based on one-dimensional feature vectors
is used. Additionally, to further exploit the usefulness
of the features, the naive Bayes model was employed
to explore the performance of different feature com-
binations. All the possible combinations using the 4
predictor features (summarized in Table 1) were eval-
uated.

The test corpus was classified using the best clas-
sification threshold 7 for which minimum CER was
achieved over the development corpus. This implies
that for the test corpus only CER values can be com-
puted since ROC curve plots the performance for all
possible classification thresholds.

Tables 2 and 3 show the best results achieved us-
ing only the feature as confidence measure or the one-
dimensional Naive Bayes model over the development
and the test corpus, respectively. Also the result of
the best feature combination is showed.

Technique

Feature Naive Bayes
Feature AROC CER | AROC CER

FreqLev 1.61 7.59 1.65 7.60

ProbLev 1.61 7.59 1.65 7.60

FreqTarget 1.40 8.01 1.56 7.95
ProbTarget 1.40 8.01 1.56 7.95
FreqLev+FreqTarget - - 1.66 7.58
Baseline - 8.01 - 8.01

Table 2: CER and AROC wvalues in the development

Corpus.

Technique
Feature Feature | Naive Bayes

FreqLev 7.23 7.38

ProbLev 7.25 7.39

FreqTarget 7.61 7.56

ProbTarget 7.61 7.56

FreqLev+FreqTarget - 7.43
Baseline 7.61

Table 3: CER wvalues in the test corpus.

Consistently for both corpus the features computed

based on edition distance (FreqLev and ProbLev)
achieved the best classification accuracy. The features
based on target positions perform worst. Similar per-
formance is obtained by using frequencies or probabil-
ities.

In general, the naive Bayes model produced over-
all better performance that using directly the features
as confidence measures. This can be appreciated hy
AROC values over the development corpus (note that
this value ranges from 1.0 to 2.0). Figure 1 shows the
comparative ROC curves between FreqLev and Freq-
Target features. Note that the nearer ROC curve lies
close to the upper left corner of the graph (and away
from the diagonal), better is the performance of the
confidence measure. The diagonal worst-case ROC
curve is also plotted for better appreciate the confi-
dence measure performance.

However, the CER values were very similar hetween
bhoth techniques even, for the test corpus, the best
CER values were obtained using the features directly.
The combination of features did not improve the sin-
gle performance. This was surprising since it has
been proved that (naive Bayes) feature combination
produces better accuracy than the use of single fea-
tures [18]. The use of very similar predictor features
seemed to be the reason of this effect.

The ROC curve of the best feature FregLev com-
puted over the test corpus is showed in Figure 2. It
can be observed that the naive Bayes model slightly
improved the direct use of the feature as confidence
measure.
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Fig. 1: ROC curves on the development corpus for
the single features. NB corresponds to the Naive Bayes
model performance.

In order to analyze the classification accuracy for
each sort of tags separately, they were divided in two
separate classes: syntactical and lexical tags. Tables 4
and 5 summarize the classification results achieved for
syntactical and lexical tags, respectively. The tags are
sorted by frequency of occurrence. The parser pro-
duced more errors in the syntactical tags. The baseline
CER was approximately three times upper than in the
lexical tags. In fact, the baseline CER. for the lexical
tags was very low (4.3%). This causes to be very diffi-
cult to reduce the CER baseline for this class. More ef-
fort seems to be necessary to apply for syntactical class
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Fig. 2: ROC curves on the test corpus for the best sin-
gle feature. NB corresponds to the Naive Bayes model
performance.

since near of 70% of the parser errors belong to this
kind of tags. An important feature is that the highest
number of parser errors for this class corresponded to
the tags with lower frequency of occurrence. Specifi-
cally for tags with a frequency lower than 2% the CER
baseline is 22.8%. For this kind of tags a significant
reduction on the CER. baseline was achieved. Also ac-
ceptable classification accuracy was obtained for the
three most frequent syntactical tags.

Edge Rel. Fr. Basel. CER Rel.Red. AROC
NP 18.2 10.7 9.9 7.5 1.64
VP 8.9 10.7 9.9 7.5 1.44
PP 5.7 15.7 13.9 11.5 1.61

S 5.5 9.7 9.4 3.1 1.60
Other 5.5 22.8 19.8 13.2 1.42
All 43.8 12.8 11.8 7.8 1.58

Table 4: Results for the syntactic edges on the devel-
opment corpus (feature FreqLev). Tag of edge, Rel-
ative frequency of occurrence, CER Baseline, CER,
Relative Reduction [%] of CER Baseline, and AROC
values are showed for each edge.

5 Conclusions

In this work, we have explored and proposed the use
of confidence measures for parsing. We have adopted
a general layout which have been successfully used for
confidence estimation in speech recognition and ma-
chine translation. Predictor features hased on N-hest
parse trees have produced improvements on the base-
line system performance. The syntactical edges ap-
peared as the most important edges for confidence es-
timation since it represented the 70% of the parsing
errors. For future work, new features should he ex-
plored in order to profitably combine them in a solid
framework. Better accuracy classification is expected
by using the (naive Bayes) combination of the features.

Edge Rel. Fr. Basel. CER Rel.Red. AROC
NN 7.5 4.3 4.1 3.7 1.33
IN 6.1 1.8 1.6 10.9 1.15
NNP 5.5 2.9 24 19.1 1.74
DT 5.0 0.7 0.7 0.0 1.27
NNS 3.8 4.4 3.8 14.8 1.40
JJ 3.6 12.7 10.2 20.0 1.62
, 2.9 1.1 1.1 0.0 0.99
AUX 2.1 0.0 0.0 0.0 2.00
. 2.1 2.3 2.3 0.0 1.00
RB 2.0 12.5 6.4 48.8 1.81
CD 2.0 4.0 4.0 0.0 0.92
CC 1.5 0.8 0.4 50.0 1.43
TO 1.4 2.7 2.7 0.0 0.93
VB 1.3 7.9 7.4 5.9 1.42
VBD 1.3 4.8 4.8 0.0 1.08
VBN 1.1 8.5 7.9 6.6 1.24
Other 7.0 6.2 6.1 1.6 1.34
All 56.2 4.3 4.3 0.0 1.47

Table 5: Results for the lexical edges on the develop-
ment corpus (feature FreqLev). Tag of edge, Relative
frequency of occurrence, CER Baseline, CER, Relative
Reduction [%] of CER Baseline, and AROC values are

showed for each edge.
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Abstract

This paper investigates the utility of an unsupervised part-
of-speech (PoS) system in a task oriented way. We use PoS
labels as features for different supervised NLP tasks: Word
Sense Disambiguation, Named Entity Recognition and
Chunking. Further we explore, how much supervised tagging
can gain from unsupervised tagging. A comparative
evaluation between variants of systems using standard PoS,
unsupervised PoS and no PoS at all reveals that supervised
tagging gains substantially from unsupervised tagging.
Further, unsupervised PoS tagging behaves similarly to
supervised PoS in Word Sense Disambiguation and Named
Entity Recognition, while only chunking benefits more from
supervised PoS. Overall results indicate that unsupervised
PoS tagging is useful for many applications and a veritable
low-cost alternative, if none or very little PoS training data is
available for the target language or domain.

Keywords
Unsupervised PoS Tagging, Named Entity Recognition, Word
Sense Disambiguation, Chunking

1. Introduction

Even if, in principle, supervised approaches reach the
best performance in many NLP tasks, in practice it is not
always easy to make them work in applicative settings. In
fact, supervised systems require to be trained on a large
amount of manually provided annotations. In most of the
cases this scenario is quite unpractical, if not infeasible. In
the NLP literature the problem of providing large amounts
of manually annotated data is known as the knowledge
acquisition bottleneck. A promising direction to tackle this
problem is to provide unlabeled data together with labeled
texts, which is called semi-supervised learning.

The underlying idea behind our approach is that
syntactic similarity of words is an inherent property of
corpora, and it can be exploited to help a supervised
classifier to build a better categorization hypothesis, even if
the amount of labeled training data provided for learning is
very low.

Previous work on distributional clustering for word
class induction was mostly not evaluated in an application-
based way. [4] and [7] state that their clustering examples
look plausible. [17], [5] and [8] evaluate their tagging by
comparing it to predefined tagsets. Notable exceptions to
this are [20], where distributional clustering supports a
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1-38050 Povo (Trento), Italy
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Alfio Gliozzo
ITC-IRST
Via Sommarive, 18
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supervised PoS tagger (see Section 3.1), and the
incorporation of an unsupervised tagger into a NER system
in [9] (see Section 4.3).

This is, to our knowledge, the first comprehensive
study on the utility of distributional word classes for a
variety of NLP tasks. As the same unsupervised tagger is
used for all tasks tested, we show the robustness of the
system across tasks and languages.

In this work, the unsupervised PoS tagger as described
in [2] is evaluated by testing performance of applications
equipped with this tagger. Section 2 is devoted to a short
description of the tagger; Section 3 lays out the systems the
tagger has been incorporated into. In Section 4, evaluation
results examine the competitiveness of the unsupervised
tagger, Section 5 concludes.

2. Unsupervised PoS tagging

Unlike in standard (supervised) PoS tagging, the
unsupervised variant relies neither on a set of predefined
categories, nor on any labeled text. As a PoS tagger is not
an application of its own right, but serves as a
preprocessing step for systems building upon it, the names
and the number of syntactic categories is very often not
important.

The basic procedure behind our unsupervised PoS
tagging is as follows: (i) (soft) clusters of contextually
similar words are identified, each class is assumed being a
different PoS, and (ii) words belonging to more than one
class are disambiguated by considering the context in which
they are located. The clustering methodology at the basis of
the first step is motivated by the fact that words belonging
to the same syntactic classes can be substituted in the same
context producing grammatical sentences as well, leading
us to adopt contextual similarity features for clustering.

For a detailed description of the unsupervised PoS
tagger system, we refer to [2]. Increased lexicon size up to
some 50,000 words is the main difference between this and
other approaches (cf. Section 1.1), that typically operate
with 5,000 clustered words. The tagsets obtained with this
method are usually more fine-grained than standard tagsets
and reflect syntactic as well as semantic similarity.

In [2], the tagger output was directly evaluated against
supervised taggers for English, German and Finnish via
information-theoretic measures. While it is possible to
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relatively compare the performance of different components
of a system or different systems along this scale, it does
only give a poor impression on the utility of the
unsupervised tagger’s output. Therefore, an application-
based evaluation is undertaken here.

Corpus BNC CLEF Wortschatz
Language English Dutch German
Size (Tokens) 100M 70M 755M

Nr. of Tags 344 418 511
Lexicon Size 25706 21863 74398

Table 2: Three corpora used for the induction of tagger
models. BNC = British National Corpus, for CLEF see [14],
Wortschatz is described in [15]

To induce tagger models, three different corpora are
used in our experiments. Table 2 lists some corpus
characteristics as well as quantitative data of the respective
tagger model.

3. Supervised NLP Systems

In this section, the systems that are used for evaluation are
described: a simple Viterbi trigram tagger as used in [2], the
supervised WSD system of [10], and the simple NER and
chunking systems we set up.

In the design of all of these systems, the task is
perceived as a machine learning exercise: the PoS tagger
component provides some of the features that are used to
learn a function that assigns a label to unseen examples,
characterized by the same set of features as the examples
used for training.

The systems were chosen to cover a wide range of
machine learning paradigms: Markov chains in the PoS
tagging system, kernel methods in the WSD system and
Conditional Random Fields (CRFs, see [11]) for NER and
chunking.

3.1 PoS Tagger

The tagger employed in [2] is a very simple trigram tagger
that does not use parameter re-estimation or smoothing
techniques. It was designed to be trained from large
amounts of unlabeled data, arguing that increasing training
data will lead to better results than increasing model
complexity, cf. [1]. For training, the frequency of tag
trigrams and the number of times each word occurs with
each tag are counted and directly transformed into
(transition) probabilities by normalization.

The sequence of tags for a chunk of text is found by
maximizing the probability of the joint occurrence of tokens
T=(t;) and categories/tags C=(c;) for a sequence of length n:

PO =[P ¢ yne )P 11,)-
i=1

In the unsupervised case, the transition probabilities
P(cilcipcip) are only estimated from trigrams where all
three tags are present. In the supervised case, tags are
provided for all tokens in the training corpus. The
probability P(c;lt;) ' is obtained from the tagger’s lexicon
and equals 1 if #; is not contained.

For the incorporation of unsupervised tags, another
factor P(c;lu;) is introduced that accounts for the fraction of
times the supervised tag c¢; was found together with the
unsupervised tag u; in the training text, which has been
tagged with the unsupervised tagger before:

n
P, .. (T,C)= HP(ci le,,,c,,)P(c; 1t)P(c; lu;)-
i=1

Notice that only the unsupervised tag at the same
position influences the goal category in this simple
extension. Using surrounding unsupervised tags would be
possible, but was not carried out. More elaborate strategies,
like morphological components as in [3] or the utilization
of a more up-to-date tagger model, are not considered here.
The objective is to examine the influence of unsupervised
tags, not to construct a state of the art PoS tagger.

A somewhat related strategy is described in [20], where
a hierarchical clustering of words was used for reducing the
error rate of a decision-tree-based tagger up to 43%,
achieving 87% accuracy on a fine-grained tagset. However,
the improvements were reached by manually adding rules
that made use of the cluster IDs yielded by a word
clustering method and this approach therefore caused extra
work as opposed to narrowing down the acquisition
bottleneck.

3.2 Word Sense Disambiguation (WSD)

For performing WSD, we used a state of the art supervised
WSD methodology based on a combination of syntagmatic
and domain kernels [10] in a Support Vector Machine
classification framework.

Kernel WSD basically takes two different aspects of
similarity into account: domain aspects, mainly related to
the topic (i.e. the global context) of the texts in which the
word occurs, and syntagmatic aspects, concerning the
lexical-syntactic pattern in the local contexts. Domain
aspects are captured by the domain kernel, while
syntagmatic aspects are taken into account by the
syntagmatic kernel.

For our experiments, we substitute the sequences of
PoS required by the syntagmatic kernel by using

! Although [6] report that using P(tc;) instead leads to superior
results in the supervised setting, we use the ‘direct’ lexicon
probability, which does not require smooting and re-estimation.
For the purely unsupervised setting, this does not affect results
negatively, as a much larger training corpus levels out the
effects measured in [6].

RANLP’2007 - Borovets, Bulgaria 65



unsupervised PoSs, comparing the results obtained with
different combinations.

3.3 Named Entity Recognition and Chunking
For performing chunking and NER, we perceived these
applications as a tagging task. For both tasks, we train the
MALLET tagger®.

The tagger operates on a different set of features for
our two tasks. In the NER system, the following features are
accessible, time-shifted by -2, -1, 0, 1, 2: a) Word itself, b)
PoS-tag, c¢) Orthographic predicates and d) Character
bigram and trigram predicates.

In the case of chunking, features are only time-shifted by -1,
0, 1 and consist only of: a) Word itself and b) PoS-tag.

Per system, three experiments were carried out, using
standard PoS features, unsupervised PoS features and no
PoS features.

4. Evaluation

The systems are tested in a standard way on annotated
resources. For supervised PoS tagging, we evaluate on the
German NEGRA corpus [18]. The English lexical sample
task (fine-grained scoring) of Senseval-3 [12] is chosen for
WSD. For NER, the Dutch dataset of CoNLL-2002 [16] is
employed, and the evaluation set for English chunking is
the CoNLL-2000 dataset [19]. The supervised PoS tags for
WSD, NER and chunking were provided in the respective
datasets.

Supervised PoS tagging is measured in accuracy, which
is obtained through dividing the number of correctly
classified instances by the total number of instances. For
NER and chunking, results are reported in terms of the F1°
measure. WSD performance is measured using the scorer
provided by Senseval-3. All evaluation results are
compared in a pair wise fashion using the approximate
randomization procedure of [13] as significance test.

4.1 Unsupervised PoS for supervised PoS

To evaluate the influence of unsupervised tags on a
supervised tagger, training sets of varying sizes were
selected randomly from the 20,000 sentences of NEGRA
corpus, the remainder was used for evaluation. We compare
the performance of the plain Viterbi tagger with the
performance of the tagger using unsupervised tags (cf.
formulae in section 3.1), which were obtained by tagging
the NEGRA corpus with a tagger model induced on the
Wortschatz corpus, which is 2,000 times larger. Results are
reported in tagging accuracy, averaged over three different

% http://mallet.cs.umass.edu
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splits per training size each. Figure 1 shows the learning
curve.

Results indicate that supervised tagging can clearly
benefit from unsupervised tags: already at 20% training
with unsupervised tags, the performance on 90% training
without the unsupervised extension is surpassed. At 90%
training, error rate reduction is 27.8%, indicating that the
unsupervised tagger grasps very well the linguistically
motivated syntactic categories and provides a valuable
feature to either reduce the size of the required annotated
training corpus or to improve overall accuracy. Despite its
simplicity, the unsupervised extension does not fall too
short of the performance of [3], where an accuracy of 0.967
at 90% training on the same corpus is reported.
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Figure 1: Learning curve for supervised PoS tagging with and
without using unsupervised PoS tags (accuracy)

4.2 Unsupervised PoS for WSD

The modularity of the kernel approach makes it possible to
easily compare systems with different configurations by
testing various kernel combinations. To examine the
influence of PoS tags, two comparative experiments were
undertaken.
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Figure 2: Comparative evaluation on Senseval scores for WSD
and learning curve. No differences are significant at p<0.1

The first experiment uses only the PoS kernel, i.e. the PoS
labels are the only feature visible to the learning and
classification algorithm. In a second experiment, the full
system of [10] is tested against replacing the original PoS
kernel with the unsupervised PoS kernel and omitting the
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PoS kernel completely. Figure 2 summarizes the results in
terms of accuracy.

Results show that PoS information generally contribu-
tes to a small extent to WSD accuracy in the full system.
Using the unsupervised PoS tagger results in a slight
performance increase, improving over the state of the art
results in this task, that have been previously achieved by
[10]. However, the learning curve suggests that it does not
matter whether to use supervised or unsupervised tagging.

From this, we conclude that supervised tagging can
safely be exchanged in kernel WSD with the unsupervised
variant. Replacing the only preprocessing step that is
dependent on manual resources in the system of [10], state
of the art supervised WSD is proven to not being dependent
on any linguistic preprocessing at all.

4.3 NER Evaluation

To evaluate the performance on NER, we employ the
methodology as proposed by the providers of the CoNLL-
2002 dataset. We provide no PoS information, supervised
PoS information and unsupervised PoS information to the
system and measure the difference in performance in terms
of F1. Table 3 summarizes the results for this experiment
for selected categories using the full train set for training
and evaluating on the test data.

Table 3: Comparative evaluation of NER on the Dutch
CoNLL-2002 dataset in terms of F1. All differences are not
significant with p<0.1

Category | PER ORG |LOC MISC |ALL

no PoS |0.8084 |0.7445 | 0.8151 [0.7462 |0.7781
su. PoS 10.8154 | 0.7418 | 0.8156 | 0.7660 |0.7857
un. PoS |0.8083 |0.7357 |0.8326 |0.7527 |0.7817

The figures in table 3 indicate that PoS information is
hardly contributing anything to the system’s performance,
be it supervised or unsupervised. This indicates that the
training set is large enough to compensate for the lack of
generalization when using no PoS tags, in line with e.g. [1].
The situation changes when taking a closer look on the
learning curve, produced by using train set fractions of
differing size. Figure 3 shows the learning curves for the
categories LOCATION and the micro average F1 evaluated
over all the categories (ALL).

On the LOCATION category, unsupervised PoS tags
provide a high generalization power for a small number of
training samples. This is due to the fact that the induced
tagset treats locations as a different tag; the tagger’s lexicon
plays the role of a gazetteer in this case, comprising 765
lexicon entries for the location tag. On the combination of
ALL categories, this effect is smaller, yet the incorporation
of PoS information outperforms the system without PoS for
small percentages of training.
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Figure 3: Learning curves in NER task in F1
for category LOC and combined category

This disagrees with the findings of [9], where features
produced by distributional clustering were used in a
boosting algorithm. Freitag reports improved performance
on PERSON and ORGANISATION, but not on LOCATION,
as compared to not using a tagger at all. In [9], however, a
different training corpus for PoS induction and English
NER data was used.

Experiments on NER reveal that PoS information is not
making a difference, as long as the training set is large
enough. For small training sets, usage of unsupervised PoS
features result in higher performance than supervised or no
PoS, which can be attributed to its more fine-grained tagset.

4.4 Chunking Evaluation

For testing performance of our simple chunking system, we
used different portions of the training set as given in the
CoNLL-2000 data and evaluated on the provided test set.
Performance is reported in Figure 4.
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Figure 4: Learning curve for the chunking task in terms of F1.
Performance at 100 % training is 0.882 (no PoS), 0.904
(unsupervised PoS) and 0.930 (supervised PoS), respectively

As PoS is the only feature that is used here apart from the
word tokens themselves, and chunking reflects syntactic
structure, it is not surprising that providing this feature to
the system results in increased performance: both kinds of
PoS significantly outperform not using PoS (p<0.01).

In contrast to the previous systems tested, using the
supervised PoS labels resulted in a significantly better
chunking (p<0.01) than using the unsupervised labels. This
can be attributed to the fact that both supervised tagging
and chunking aim at reproducing the same perception of
syntax, which does not necessarily fit the distributionally
acquired classes of an unsupervised system. Anyhow, the
use of unsupervised PoS provide very useful information to
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the chunking learning process, demonstrated by the fact that
the use of unsupervised PoS improves significantly the
baseline provided by the system trained without PoS.

Despite the low number of features, the chunking
system using supervised tags compares well with the best
system in the CoNLL-2000 evaluation (F1=0.9348).

5. Conclusion

To summarize our results, we have shown that employing
unsupervised PoS tags as features are useful in many NLP
tasks. Improvements over the pure word level could be
observed in all systems tested. We demonstrated that
especially if few training data or no supervised PoS tagger
is available, using this low-cost alternative leads to
significantly better performance and should be used beyond
doubt. In addition, unsupervised PoS tagging can be used to
improve supervised PoS tagging, especially as far as the
learning curve is concerned.

Comparing the two kinds of PoS tags tested, we
observed that the performances achieved by the final
systems are comparable in all tasks but chunking. In
addition, we reported a slight improvement on WSD.

Another conclusion is that, in general, the more
training data is provided, the lower the gain of using PoS
tagging in supervised NLP, either if PoS tags are supervised
or not. Even if this result is in itself not very interesting
from our particular point of view, being in line with
learnability theory, it confirms our basic motivation of
adopting unsupervised PoS tagging for minority languages
and, in general, for all those linguistic processing systems
working with very limited manually tagged resources but
huge unlabeled datasets. This situation is very common in
Information Retrieval systems, and in all applications
dealing with  highly specialized domains (e.g.
bioinformatics). In the future we plan to apply our
technology to a Multilingual Knowledge Extraction
scenario working on web scale corpora.
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Abstract

We discuss the use of model building for tempo-
ral representations. We chose Polish to illustrate
our discussion because it has an interesting as-
pectual system, but the points we wish to make
are not language specific. Rather, our goal is to
develop theoretical and computational tools for
temporal model building tasks in computational
semantics. To this end, we present a first-order
theory of time and events which is rich enough
to capture interesting semantic distinctions, and
an algorithm which takes minimal models for
first-order theories and systematically attempts
to “perturb” their temporal component to pro-
vide non-minimal, but semantically significant,
models.

Keywords
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1 Introduction

In this paper we discuss the use of model building for
temporal representations. We chose Polish to illustrate
the main points because (in common with other Slavic
languages) it has an interesting aspectual system, but
the main ideas are not language specific. Rather, our
goal is to provide theoretical and computational tools
for temporal model building tasks. To this end, we
present a first-order theory of time and events which
is rich enough to capture interesting semantic distinc-
tions, and an algorithm which takes minimal models
for first-order theories and systematically attempts to
“perturb” their temporal component to provide non-
minimal, but semantically significant, models.

The work has been implemented in a modified ver-
sion of the Curt architecture. This architecture was
developed by Blackburn and Bos [2] to illustrate the
interplay of logical techniques useful in computational
semantics. Roughly speaking, the Curt architecture
consists of a representation component (which imple-
ments key ideas of Montague semantics [10]) and an in-
ference component. In this paper we have used a mod-
ified version of the representation component (based
on an external tool called Nessie written by Sébastien
Hinderer) which enables us to specify temporal repre-
sentations using a higher-order logic called T'Y;. How-
ever, although we shall briefly discuss how we build our
temporal representations, the main focus of the paper

Sébastien Hinderer
INRIA Lorraine
615 rue du Jardin Botanique
54602 Villers Is Nancy Cedex, France
Sebastien. Hinderer@loria. fr

is on the other half of the Curt architecture, namely
the inference component.

Inference is often though of simply as theorem prov-
ing. However one of the main points made in [2] is that
a wider perspective is needed: theorem proving should
be systematically coupled with model building and the
Curt architecture does this. Model building takes a
logical representation of a sentence and attempts to
build a model for it; to put it informally, it attempts
to return a simple picture of the world in which that
formula is true. This has a number of uses. For exam-
ple, as is emphasized in [2], model building provides
a useful positive test for consistency; if a model for a
sentence can be built, then that sentence is consistent
(this can be useful to know, as it enables us to prevent
a theorem prover fruitlessly searching for a proof of in-
consistency). Moreover, in subsequent papers, Johan
Bos and his co-workers have demonstrated that model
building can be a practical tool in various applications
(see for example [6, 5, 4]).

The work described here attempts to develop a Curt
style architecture rich enough to handle natural lan-
guage temporal phenomena. So far we have concen-
trated on the semantic problems raised by tense and
aspect. We have developed a first-order theory of time
and events, which draws on ideas from both [9] and [3].
Although these theories were developed for English,
we believe the underlying ideas are more general, and
to lend support to this claim we shall work here with
Polish.

As we shall see, however, more than a theory of
time and events is required. Model builders typically
build the smallest models possible, but such models
may not be suitable for all tense and aspectual combi-
nations, which often underspecify the temporal profile
of the situations of interest. We thus provide an al-
gorithm which takes as input a first-order theory, a
first-order formula, and a model for the theory and
formula, and systematically attempts to “perturb” the
temporal part of the model to find non-minimal but
semantically relevant models.

2 Modelling tense and aspect

In this section, we shall discuss the logical modeling
of tense and aspect, drawing on some simple exam-
ples from Polish, and informally introduce a temporal
ontology of time and events which will let us express
temporal and aspectual distinctions in a precise way.
The formal definition of a theory over this temporal
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ontology (which draws on ideas from [3] and [9]) will
be given in Section 4.
Consider the following four Polish sentences:

1. Piotr pospaceruje
2. Piotr pokochal Aline

3. Piotr napisal list
and
Piotr popisal list

The first sentence refers to a walking event and
adopts a perfective point of view: it insists on the fact
that the mentioned action will be terminated at some
point in the future. The second sentence mentions an
eventuality of loving and also adopts a perfective point
of view. However, the reading of this sentence differs
from the previous one. The first sentence insisted on
the termination of the event, whereas the second one
insists on its beginning. In other words, the second
sentence has an inchoative reading. This is because
the verb “kocha” from which “pokochac” is derived is
a state verb, and perfective state verbs have inchoative
readings in Polish. So the second sentence means that
at some point in the past Piotr started to love Alina.

The last two sentences, which are also perfective,
both refer to the termination of a writing event which
is located in the past. The difference between these
two sentences concerns the way the writing event ter-
minated. In the “napisac” variant, an idea of success-
ful termination is conveyed: that is, at some point the
writing stopped, because the letter was finished. In
the “popisal” variant, the writing also stopped but the
conveyed idea is that the writing event was interrupted
before its normal termination, which implies that the
letter could not be finished. To distinguish between a
“normal” termination and a termination due to an un-
expected, premature interruption, we talk about cul-
minations. An event culminates when it terminates
and has also been completed, or fully accomplished.
Thus the event of writing reported by the sentence “Pi-
ort napisal list” culminates, whereas the one in “Piotr
popisal list” does not.

Note that in our two first examples, it makes no
sense to talk about the culmination of the walking or
loving eventualities; neither walking events nor states
of loving have natural culminations in the way that
writing events do. More generally, different types of
events have different properties, and verbs can be clas-
sified according to the properties of the event they refer
to. Such a classification has been proposed for Polish
verbs by Mlynarczyk [8], and we follow this classifica-
tion in our work. The classification proposes five verb
classes, including the three just mentioned: a class for
processes (“to walk” belongs to this class), a class of
state verbs and gradual transitions (a member of which
is “to love”) and a class for culminations (“to write”
belongs to this class). Processes are non-instantaneous
events which have no particular properties; it is pos-
sible to look at them either as ongoing (imperfective),
or as finished (perfective). State verbs are also non in-
stantaneous. Their imperfective use corresponds to a
vision of the state as holding, whereas (as was already
mentioned) their perfective use has an inchoative read-
ing. Culminations have an imperfective variant and

two perfective ones: one for events that have culmi-
nated, another for event that have not culminated.

Now, our aim is to translate simple Polish sentences
like those just discussed into logical formulas that en-
code their meaning. More precisely, we are interested
in obtaining logical formulas that give an account of
the sentence’s temporal and aspectual properties suit-
able for theorem proving and model building purposes.
This means we should choose a logic that makes it easy
to distinguish various kinds of entities (for example,
ordinary individuals and events) and that lends itself
naturally to semantic construction. To achieve these
goals we will use a higher-order typed logic called T'Y}.
This logic belongs to the TY,, family of logics. This
family of logics has long been advocated by Muskens
(see, for example, [11]) as an appropriate logical set-
ting for natural language semantics. The four basic vo-
cabulary types we shall build the formulas of this logic
over (in addition to the type of truth-values which is
always included in T'Y;, theories) are:

entity : for individuals and objects;

time : for moments of time;

event : for the events introduced by verbs;
kind : to classify events into kinds.

The first type (entity) will certainly be familiar to
the reader used to Montague-style semantic construc-
tion. The second type, time, is clearly needed to give
an account of notions like past, present and future.
The abstract entities known as events (introduced by
[7]) are a convenient object one can use to talk about
actions introduced by verbs. Each verb introduces an
event, which is then used to record additional informa-
tion about the action the verb describes. For example,
if the verb “to eat” introduces an event e, then the fact
that the entity doing the eating is x will be encoded
as agent(e, x), the fact that the eaten entity is y will
be encoded as patient(e,y), and so on. Event-based
representations for the verbs make it easy to attach
additional information, for example information con-
tributed by verb modifiers; for each modifier, one sim-
ply introduces a binary predicate whose first argument
is the event of interest and whose second argument is
the piece of information to be attached to this event.
Finally, every event has a kind, and we assume that
each verb picks out a distinct kind of event.

The logic we work with makes use of the following
binary predicates relating events and times:

e inception(e,t) means that the event e starts to
take place at the moment ¢;

e conc(e,t) means that the event e ends at the mo-
ment ¢;

e induration(e,t) means that the event e is going
on at the moment ¢;

o ck(e, k) means that the event e is of kind k.

In addition, it has the following binary relation
which relates times:

e [t(t,t') means that time ¢ is before time ¢'.
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Furthermore, it has the following binary relation be-
tween events:

e culm(e,e’) means that event ¢’ is the culmination
of event e.

This relation plays a key role in analysing the seman-
tics of verbs like “napisal/popisal”.

There are also number of other unary relations in-
volving events (such as culminated(e)), and a temporal
constant NOW to represent the time of utterance. The
way these items are inter-related will be formally spelt
out in Section 4.

3 Computing semantic repre-
sentations

Before turning to the formal specification of the the-
ory of time and events, we shall briefly outline the
process that allows us to automatically translate Pol-
ish sentences into a logical formula over the vocabu-
lary introduced in the previous section. This process
is done in three steps: parsing, computing a seman-
tic representation in higher-order logic, and translat-
ing this representation to plain first-order logic. The
translation process uses a modified version of the Curt
architecture.

3.1 Parsing

The parsing is done using a Prolog DCG. It parses
the text given as input and produces a syntax tree re-
flecting its structure. The leaves of this tree can be
labelled either by a word and its syntactic category, or
by an operator encoding a verb’s temporal and aspec-
tual meaning.

For example, here is the parse tree produced for the
sentence “Piotr pospaceruje” (Piotr will have walked):

binary(s,
unary(np, leaf(piotr, pn)),
binary(vp, leaf(pastiv, op),
leaf (pospacerowac, iv))

)

The first and third leaves refer to lexical entries,
whereas the second carries an operator. This operator
indicates that the verb carried by the following leaf is
in the past.

3.2 Computing higher-order logic rep-
resentations

This step is performed by an external tool that has
been especially developed to compute semantic repre-
sentations from a parse tree. The tool is called Nessie,
and it takes as input a parse tree similar to the one
just presented and a lexicon specifying the semantic
representation for each word; it was designed to han-
dle the TY,, family of logics. Thus for present pur-
poses we simply declare to Nessie the four basic vo-
cabulary types we have selected (namely entity, time,
event, and kind) and Nessie is then equipped to han-
dle the higher-order language they give rise to. The

simply typed lambda-calculus lies at the heart of the
TY,, family of logics, and Nessie handles such tasks as
type-checking and (-reduction. In other words, the
work Nessie does is very much inspired by Musken’s
adaptation of Montague’s original approach to natu-
ral language semantics.

The output of this second step of processing is, gen-
erally speaking, a typed lambda-term. In our tem-
poral representations, once Nessie has [-reduced the
term, there will be neither applications nor abstrac-
tions present in the final formula. In other words, the
semantic formula provided by this second step is close
to a genuine first-order formula, the only difference be-
ing that the variables occurring in the term are typed.

To continue with our example, Nessie would com-
pute the following representation for the sentence:

3t : time.3e : event.(lt(now,t) A ek(e, spacerowac)
A agent(e, piotr) A conc(e, t)).

3.3 From higher-order to first-order
representations

In logical semantics there are important trade-offs be-
tween higher-order and first-order logics. As Mon-
tague, Muskens and others have demonstrated, higher-
order logics are a natural medium for specifying se-
mantic theories: their expressivity allows semantic
representations for all syntactic categories to be given
(and entailment relations between them to be stated).
Moreover, the fact that they incorporate the simply
typed lambda calculus gives a uniform and simple ap-
proach to semantic construction.

But higher-order approaches have a drawback.
They are inherently more complex than first-order ap-
proaches. Because of this, relatively few automated
reasoning tools exist for higher-order logics, and those
that do are not particularly efficient. But all is not
lost. As formal semanticists have long known, in nat-
ural language semantics, the higher-order constructs
typically produce representations which are very close
to first-order ones. So, if we could translate the T'Y,,
expressions output by Nessie into first-order logic, we
could have the best of both worlds.

At first glance, it could seem that the only thing
to do to convert a higher-order formula (like the one
shown above) into a first-order one is to remove the
types. In fact, things are slightly more complex than
this, as the following example should make clear. Con-
sider the formula: ® = VX : 7P(z), where 7 is a type.
If we throw types away too quickly, we get as candi-
date for a first-order translation of ®: ® = VX P(X).
But ® and &’ don’t have the same meaning: the former
formula states that the predicate P holds for every ob-
ject of type 7, whereas the latter claims that P holds
for every object, no matter what its type is.

A semantically correct translation can however be
obtained, with the help of a unary predicate that char-
acterizes the object of type 7. With the help of such
a predicate (which will be written 7'), it becomes pos-
sible to propose a semantically correct translation of
® in first-order logic: @’ = VX (r(X) — P(X)).
To obtain a complete specification of a translation
function translating higher-order formulas into firs-
order formulas, a similar trick should be used for the
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existential quantifier: 3X : 7P(X) is translated to
IX(7'(X) A P(X)). The translation of other formulas
is straightforward.

The complete translation mechanism has been im-
plemented in Nessie which can on demand produce ei-
ther higher-order or first-order semantic representa-
tions. Thus, here is the final first-order representation
we get for our initial sentence:

Jt(TIME(t) A Je(EVENT(e)
A LT(NOW, t) A EK(e, SPACEROWAC)
A AGENT(e, PIOTR) A CONC(e, t))).

4 A first-order theory of time
and events

We are interested in computationally modeling tense
and aspectual distinctions. In particular, we want to
derive logical representations useful for model build-
ing purposes. But we have not yet achieved this
goal. Although Nessie can output first-order represen-
tations, simply giving such representations to a first-
order model builder won’t give us what we want, for as
yet we have said nothing about how the various sym-
bols we are using are interrelated. For example, the
previous representation talks about an event taking
place in the future, as the LT(NOW, ¢) conjunct makes
clear. A model for such a representation should of
course reflect this. But nothing in the representa-
tion itself prevents the model builder from identify-
ing ¢ with NOW, or from building a model where both
now < t and t < mow hold, as we have said noth-
ing about the properties of NOW or LT or how they
are related. And this is only the tip of the iceberg.
It is relatively clear what properties LT should have
(for example, it should be transitive) but many other
constraints (notably on the way times and events are
interrelated) need to be expressed too. In short: to
automatically compute models for a semantic repre-
sentation, we need to work with respect to a theory of
time and events, and the purpose of this section is to
sketch the theory we use.

In essence, the theory we need should take into ac-
count some basic typing facts (for example that two
objects of different types can not be identified, and
that predicates impose typing constraints over their
arguments), structural properties of time (such as the
transitivity of LT), and, most importantly of all, the
way times and events are inter-related. The following
sections give first-order axioms which formalise the re-
quired constraints. We won’t give all the axioms (for
example, we omit all axioms covering events for verb
classes not discussed here) but we have given enough
to convey a flavour of what is required to carry out
model building for tense and aspectual information.

4.1 Type definitions

The following axioms state that the set of elements of
the models should be partitioned by the four types we
use: event, kind, time and entity. The following two
axioms are typical:

not_event_entity : YA-(EVENT(A) A ENTITY(A))

not_entity_time : YA-(ENTITY(A) A TIME(A))

There is also an axiom stating that every object
should belong to at least one type.

4.2 Typing constraints

Another family of axioms reflects the typing con-
straints imposed by the predicates over their argu-
ments. For example, the binary predicate AGENT re-
quires that its first argument is an event and that its
second argument is an entity. The following is a sam-
ple of such axioms:

now._type:
TIME(now)

It_type:
VAVB(LT(A,B) — (TIME(A) A TIME(B)))

agent_type:
VAVB(AGENT(A,B) — (EVENT(A) A ENTITY(B)))

conc_type:
VAVB(cONC(A,B) — (EVENT(A) A TIME(B)))

inception_type:
VAVB(INCEPTION(A,B) — (EVENT(A) A TIME(B)))

ek_type:
VAVB(EK(A,B) — (EVENT(A) A KIND(B)))

4.3 Structure of time

The previous two groups of axioms were essentially or-
ganisational: they laid out the basic constraints indi-
viduating types and imposed restrictions and require-
ments on the relations the various types of entity could
enter into. We are now ready to turn to more substan-
tial axioms, that is, axioms that impose structure on
our ontology. The simplest such axioms are those regu-
lating the temporal part of the ontology. The following
requirements are standard (see for example [1]):

It irreflexive:
VA-LT(A,A)

lt_transitive:
VAVBYC((LT(A,B) A LT(B,C)) — LT(A,C))

lt_total:
VAtV]g(JETIME(A) A TIME(B)) — (LT(A,B) V (EQ(A,B)
v 11(B,A))))

Other axioms could be imposed (such as the require-
ment that every point has a successor, or that the
structure of time is dense) but for present purposes we
won’t make use of such options. Instead we will turn
to the heart of our formalisation, namely its treatment
of events and the way they interact with time. This
part draws on and generalises ideas presented in [3]
and [9].
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4.4 Structure of events

This group of axioms is itself divided into three parts,
namely general axioms regulating the relationship be-
tween times and events, axioms for instantaneous
events, and axioms for culminations (actually, in the
full version of the theory there are axioms constraining
the events required for other verb classes, but we omit
them here).

4.4.1 Relating times and events

The following is a sample of the axioms we use to reg-
ulate the interplay between the structure of time and
the structure of events. As a rough mental picture,
it may be useful to think of events as hanging from
the temporal structure (a bit like balloons hanging by
string from a long stick). The following axioms (which
have been abstracted from [3]) then ensure that the
two kinds of entity are properly coordinated:

agent_unique:
VAVBYC((AGENT(A,B) A AGENT(A,C)) — EQ(B,C))

event_has_inception:
VA(EVENT(A) — IBINCEPTION(A,B))

inception_unique:
VAVBVC((INCEPTION(A,B) A INCEPTION(A,C)) —
EQ(B,C))

event_has_conc:
VA(EVENT(A) — IBCONC(A,B))

conc_unique:

VAVBYC((coNC(A,B) A conc(A,C)) — EQ(B,C))

inception_not_after_conc:
VAVBYC((INCEPTION(A,B) A
-L1(C,B))

CONC(A,C)) —

duration_before_conc:
VAVBVC((INDURATION(A,B) A
Lr(B,C))

CONC(A,C)) —

not_inception_and_induration:
VAVB—(INCEPTION(A,B) A INDURATION(A,B))

not_induration_and_conc:
VAVB—(INDURATION(A,B) A CONC(A,B))

4.4.2 Instantaneous events

Our account of the semantics of culmination (which
is essential for some Polish verbs) makes use of the
notion of instantaneous events. There are a number of
plausible ways of axiomatising this notion. For model
building purposes, we work with the following axioms:

instantaneous_definition_1:
VA(INSTANTANEOUS(A) — IB(INCEPTION(A,B) A
CONC(A,B)))

instantaneous_definition_2:
VAVB(EVENT(A) — ((INCEPTION(A,B) A CONC(A,B))

— INSTANTANEOUS(A)))

Note that the second axiom is the converse of the
first.

4.4.3 Culminations

We turn to the semantics of culmination. In essence,
this part of our theory formalises key ideas from Moens
and Steedman [9]. That is, we view eventualities such
as writing a book as a relation between two events.
The first event is the lead-up, or preparatory pro-
cess, for example the act of writing. The second event
(which we view as instantaneous) is the event of cul-
mination, in the case the event of finishing the book.
Sometimes the culmination is not achieved, and Moens
and Steedman use evocative terminology to describe
what goes on in this case: they talk of the eventual-
ity being “stripped” of its culmination. To use their
terminology, Polish lexicalises the distinction between
stripped (for example “popisal”) and unstripped (for
example “napisal”) eventualities. The following ax-
ioms capture these ideas in a form suitable for model
building:

culm_unique:
VAVBVC((cuLM(A,B) A cuLM(A,C)) — EQ(B,C))

culm_injective:

VAVBVYC((cuLMm(A,C) A cuLM(B,C)) — EQ(A,B))

culm_no_fixpoint:
VA-CULM(A,A)

culm_antisymmetric:

VAVB(cULM(A,B) — —cuLM(B,A))

culm_preserves_agent:
VAVBVYC((cuLMm(A,B) A
AGENT(B,C))

AGENT(A,C)) —

culm_preserves_patient:
VAVBVC((cuLM(A,B) A PATIENT(A,C))
TIENT(B,C))

—  PA-

culm_preserves_kind:
VAVBVC((cuLM(A,B) A EK(A,C)) — EK(B,C))

culm_inception:
VAVBYC((cuLm(A,B)
TION(B,C))

A CONC(A,C)) — INCEP-

culm_imp_instantaneous:
VAVB(CULM(A,B) — INSTANTANEOUS(B))

culminated_definition:
VA (CULMINATED(A) — IB(EVENT(B) A cULM(A,B)))

culminated_imp_not_instantaneous:
VA(CULMINATED(A) — —INSTANTANEOUS(A))
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4.5 A first model

With the help of the previously given axioms, a
model builder will generate far more reasonable mod-
els than the one mentioned at the beginning of this
section. As an example, here is the model produced
by the Paradox model builder for the sentence “Piotr
pospaceruje” (Piotr will have walked):

D=[d1,d2,d3,d4,d5]

£(0, spacerowac, d2)

£(0, piotr, d1)

£(0, now, d5) f£(2, inception, [(d3,d5)])
f(1, entity, [d1]) £(2, ek, [(d3,d2)])

f(1, event, [d3]) £(2, 1t, [(d5,d4)]1)

£(1, kind, [d2]) £(2, agent, [(d3,d1)])
f(1, process, [d2]) £(2, conc, [(d3,d4)]1)

f(1, time, [d4,d5])

f(1, instantaneous, [])

Roughly speaking, this model describes a situation
where Piotr starts to walk right now and finishes its
walk at some point in the future.

5 Building non-minimal models

Although the situation described in the model we just
built is realistic, it is not the only realistic situation
the sentence describes. It is compatible with the se-
mantics of Polish perfective verbs in the present tense
that Piotr has already walked for a long time, or that
his walk has not started yet but will start later in the
future. That is, this particular combination of tense
and aspectual information underspecify the temporal
profile of the situations of interest.

However model builders typically will not find these
other models. Why not? Because they are not mini-
mal. Model builder attempt to find the smallest model
they can, and in the above example it has identified
d5 with both now and with the inception of event d3.
This gives rise to a perfectly legitimate model — but
the strategy of identifying points when possible rules
out the other two semantic options just mentioned.
The other model are non-minimal because they do not
identify the time of utterance with the inception time.
And one of these models may well turn out to be the
one required for processing subsequent sentences.

So we need to do more, and this section presents an
algorithm which returns a list of all the realistic situ-
ations, as far as tense and aspect are concerned. The
input of this algorithm is a model similar to the one
shown in the previous section. The output models can
be seen as perturbations of the initial one. The con-
struction procedure takes place in two steps. First, a
generation step produces a list of possible models. Sec-
ond, a selection step is used to filter out those models
that actually satisfy both the initial semantic repre-
sentation and the axioms. The second step essentially
uses first-order model checking as described in [2], so
we focus here on the generation step.

Our initial input are a sentence S, its representation
R as a first-order formula, and a theory T of time and
events (such as the one given in the previous section).
The formula R is supposed closed and consistent with

T. Thus, there is a model My of T in which R is satis-
fiable. Our purpose is, starting from My, to build the
set M of all non-isomorphic “minimal perturbations”
of models of T" in which R is satisfiable.

First, we build a set M; of candidate models. All
the generated models can be seen as perturbations of
the initial model My. The part of My that is not re-
lated to time and events will be the same for all the
produced models. The variations from model to model
only affect the points denoting moments in time and
relations those points belong to. To put it more pre-
cisely, the constant part of the final models (which
will be called the core in the rest of this paper), is ob-
tained by removing the time-related information from
M. For instance, if My is the model given previously,
then its core is:

D=[d1,d2,d3]

£(0, piotr, d1) f(1, entity, [d1])
£(0, spacerowac, d2) f(1, event, [d3])

£(2, agent, [(d3,d1)]) £(1, kind, [d2])

£(2, ek, [(d3,d2)]) f(1, instantaneous, [])

[d2])

f(1, process,

From the core model, we build another intermediate
model, where all the significant moments in time are
represented by distinct points. By significant moment,
we mean those moments where something happens.
We start by adding a point which interprets the con-
stant NOwW. Then, we go through the events present
in the core model, and for every event e we proceed as
follows:

1. If e is instantaneous, one point dj is added, and
the pair (e,dy) is added to the INCEPTION and
CONC binary relations;

2. If e is not instantaneous, we examine the relations
INCEPTION, induration and CONC of the model
M. For each of these binary relations R in which
e is involved, we add a new point d; and extend
the relation R of the currently built model with
the pair (e, d;).

Applying this algorithm to the core seen previously
yields the following intermediate model:

D=[d1,d2,d3,d4,d5,d6]

£(0, piotr, d1) f(1, entity, [d1])

£ (0, spacerowac, d2) £f(1, event, [d3])

£(0, now, d4) f(1, instantaneous, [])
£(2, ek, [(d3,d2)]) f(1, kind, [d2])

£(2, conc, [(d3,d6)]) £(1, process, [d2])
f(2, agent, [(d3,d1)]) f(1, time, [d4,d5,d6])
£(2, inception, [(d3,d5)])

The model obtained after this extension step is
quasi-complete. The only missing part is the LT rela-
tion specifying how the moments just introduced are
ordered. What we do is that we generate all the possi-
ble orders (called successions) and, for each succession,
we build the associated model.

The number of possible successions grows exponen-
tially with the considered number of moments: 2 mo-
ments z and y give 3 possible successions (z < y,
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x =y, y < x),3 moments give 13 successions, 4 mo-
ments give 75 successions.

Before a succession is used to complete a model, it
is simplified. The simplification consists in replacing
all the elements that denote the same moment in time
by one single element. For example, the succession
d; = d; would be replaced by a single element dj, and
a mapping would be generated to rename both d; and
d; to di. This substitution must of course be applied
to the intermediate model so that the merges are taken
into account correctly.

What we get as result of the succession simplifica-
tion process is a list of moments in time, and a substi-
tution to be applied to the intermediate model. The
order of the elements in the list encodes there chrono-
logical order. The final model corresponding to one
given succession is hence obtained from the interme-
diate model by performing the two following steps:

1. Apply the substitution provided by the succes-
sion’s simplification;

2. If zq,...,x, is the list of moments returned by the
succession’s simplification, every pair (z;, ;) such
that 1 < 7 < j < n is added to the LT relation.
This ensures that the properties of LT such as its
transitivity and irreflexivity will hold in the new
model.

This marks the end of the first (generation) step
we mentioned before. Since the intermediate model
we presented before makes use of 3 moments in time,
we obtain 13 possible successions, hence 13 possible
models. This 13 models are tested (using a first-order
model checker) to see which really satisfy both the
semantic representation and the theory 7. Finally,
three models are kept. The first is the initial model
My The second looks like this:

D=[d1,d2,d3,d4,d5,d6]

£(0, piotr, di) f(1, entity, [di])
£(0, spacerowac, d2) f(1, event, [d3])

£(0, now, d4) f(1, instantaneous, [])
£(2, ek, [(d3,d2)]) f(1, kind, [d2])

£(2, agent, [(d3,d1)]) £(1, process, [d2])
£(2, conc, [(d3,d6)]) f(1, time, [d4,d5,d6])
£(2, inception, [(d3,d5)])

£(2, 1t, [(d5,d4),(d5,d6),(d4,d6)])

As required, this corresponds to a situation where
the walking event starts in the past. The third model
differs from the second only in the information on the
temporal ordering, which looks like this:

f(2, 1t, [(d4,d5),(d4,d6),(d5,d6)])
In this model the walking event starts in the future.

The algorithm also finds the possible models for the
other example sentences we talked about in section 2.
For the sentence “Piotr pokochal Aline”, the system
provides the three distinct models. On the other hand
“Piotr napisal list” and “Piotr popisal list” only have
one model each. The external model builder finds this
model, and our algorithm correctly concludes that the
model cannot be perturbed.

6 Conclusion

In this paper we have discussed a logic-based approach
to modeling temporal information, and in particular,
information about tense and aspect. Our approach
has been general and generic. On the representational
side, we have used a tool called Nessie which allows us
to specify temporal (and other ontologies) within the
generous expressive limits provided by TY,,. On the
inference side we have provided a first-order theory
which, although inspired by work on English, seems
general enough to provide analyses of tense and aspect
in other languages. Finally, we have provided an algo-
rithm which allows us to perturb the temporal com-
ponent of models in the hope of finding non-minimal
but semantically significant variants. This algorithm
is not dependent on the axiomatic choices made in this
paper; in fact (as we have discovered) is a very useful
tool when one is investigating the effects that varying
the underlying theory can have.

Much remains to be done. For a start, the work re-
ported here does not consider many other important
temporal phenomena, such as dates, temporal prepo-
sitions, and temporal adverbs. Furthermore, it is not
integrated with a theory of discourse structure; incor-
porating the ideas reported here into a Discourse Rep-
resentation Theory (DRT) based approach would be a
natural path to investigate. We plan to turn to such
extensions shortly.
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Abstract

In this paper the comparison of two PPM (Prediction by
Partial Matching) methods for automatic content-based text
classification is described: on the basis of letters and on the
basis of words.

The investigation was driven by the idea that words and
especially word combinations are more relevant features for
many text classification tasks than letters and letter
combinations. The results of the experiments proved
applicability of PPM models for content-based text
classification, although PPM model on the basis of words
did not perform better than model on the basis of letters.

1. Introduction

Text or document classification is the assignment of
documents to predefined categories on the base of their
content.

In this paper the application of word-based PPM
(Prediction by Partial Matching) model for automatic
content-based text classification is explored. Although the
application of PPM model to the document classification
is not new, all the PPM models used for text classification
were character-based and used sequences of two or more
letters as features [20]. On the other hand, typical
approaches to text classification use words as features for
feature vector creation.

The main idea investigated in the paper is that words
and especially word combinations are more relevant
features for many text classification tasks. It is known that
key-words for a document in most cases are not just a
single word but combination of two or three words. That
is why word-based PPM model was created and used for
text classification.

2. Related Works

A wide variety of learning approaches to text
categorisation have been used, including Bayesian
classification [6], decision trees [15], cluster classification
[12], k-NN algorithms [5] and neural nets [17]. Lately the
most wide spread classification techniques are based on
the SVM (support vector machine) [11].

Several approaches that apply compression models
to text classification have been presented recently [2], [7],
[21]. The underlying idea of using compression methods
for text classification was their ability to create the
language model adapted to particular texts. It was
supposed that this model captures individual features of
the text being modelled. Theoretical background to this
approach was given in [20].

3. PPM Compression

PPM (prediction by partial matching) is an adaptive
finite-context method for compression. It is based on
probabilities of the upcoming symbol in dependence of
several previous symbols. Firstly this algorithm was
presented in [3], [4]. Lately the algorithm was modified
and an optimized PPMC (Prediction by Partial Matching,
escape method C) algorithm was described in [16]. PPM
has set the performance standard for lossless compression
of text throughout the past decade. The PPM technique
blends character context models of varying length to
arrive at a final overall probability distribution for
predicting upcoming characters in the text.

For example, the probability of character 'm' in
context of the word 'algorithm' is calculated as a sum of
conditional probabilities in dependence of different length
context up to the limited maximal length:

Popa('m') = s P('m' | 'orith') + \y- P('m' | 'vith') +
+hs- P('m' | 'ith') + Ao P('m' | 'th') + Ay - P('m' | 'H') +
+Xo-P('m' )+ A - P(‘esc’),

where A; (i = 1...5) is normalization factor;
5 - maximal length of the context;

P( ‘esc’ ) — ‘escape’ probability, the probability of
the character that have never been encountered so far.

4. Classification Using PPM Models

Most of compression models are character-based. They
treat the text as a string of characters. This method has
several potential advantages. For example, it avoids the
problem of defining word boundaries; it deals with
different types of documents in a uniform way. It can
work with text in any language and it can be applied to
diverse types of classification.

In [14] the simplest way of compression-based
categorization called ‘off-the-shelf algorithm’ is used for
authorship attribution. The main idea of this method is as
follows. Anonymous text is attached to texts which
characterize classes, and then it is compressed. A model,
providing the best compression of document, is
considered as having the same class with it.

The other approach is direct measuring of text
entropy using a certain text model. PPM is appropriate in
this case, because text modelling and its statistic encoding
are two different stages in this method. In [13] was shown
that results of this method were very similar to the results
of the ‘off-the-shelf algorithm’.
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In [21] several compression schemes were used for
source based text categorization. The result was not as
satisfactory as the author desired. Furthermore, the word-
based PPM model tested in the paper performed worse
than the letter-based. The author considered that it
happened due to the small training set. Performing a great
number of different experiments of compression-based
categorization, author concluded that more work needs to
be done to evaluate the technique.

In [7] extensive experiments on the use of compression
models for categorization were performed. They reported
some encouraging results; however they found that
compression-based methods did not compete with the
published state of the art in use of machine learning for
text categorization. Authors considered that the results in
this area should be evaluated more thoroughly.

In [2] the letter-based PPM models were used for
spam detecting. In this task there existed two classes only:
spam and legitimate email (ham). The created models
were applied to TREC' spam filtering task and exhibited
strong performance in the official evaluation, indicating
that data-compression models are well suited to the spam
filtering problem.

5. Word-based Models

A number of word-based text compression schemes
have already been proposed. In [9], four word-based
compression algorithms were implemented in order to
take advantage of longer-range correlations between
words and thus achieve better compression. The
performance of these algorithms was consistently better
than UNIX compress program.

In [18] the adaptive word-based PPM bigram model
was used to improve text compression. This model
created the shorter code in comparison with letter-based
model, because the code was created for the whole word
at once, so less number of bits was used to code each
letter. Besides, it provided faster compression than
character-based models because fewer symbols were
being processed.

Results with these models have shown that the word-
based approach generally performs better when applied to
compression.

6. Word-based PPM Model

Classification
Usually, PPM based classification methods use character-
based models. However, if texts are classified by the
contents, they are better characterized by words and word
combinations than by fragments consisting of five letters.
We believe that words are more indicative text features
for content-based text classification. That’s why we
decided to use a model based on words for PPM text
classification.

As proposed in [19], minimum cross-entropy as a
text classifier was used in the experiments. The modelling
part of PPM compression algorithm was used to estimate
the entropy of text. The entropy provides a measure of

! http://trec.nist.gov/pubs/trec14/t14_proceedings.html

how well the probabilities were estimated; the lower
entropy is, the better probabilities are estimated.

Cross-entropy is the entropy calculated for a text if
the probabilities of its symbols have been estimated on
another text:

H"; = Z: Ip’" (x;) log p"(x))

were
H" ;- text d entropy obtained using model m;
p"(x;) - probability of symbol x; using model m
for all symbols in the text d (i = I...n);
m — a statistic model created on the base of
another text.

Usually, the cross-entropy is greater than the
entropy, because probabilities of symbols in diverse texts
are different. The cross-entropy can be used as a measure
for document similarity; the lower cross-entropy for two
texts is, the more similar they are. Hence, if several
statistic models had been created using documents that
belong to different classes and cross-entropies are
calculated for an unknown text on the base of each model,
the lowest value of cross-entropy will indicate the class of
the unknown text. In this way cross-entropy is used for
text classification.

Thus, two steps were realized: (1) creation of PPM
models for every class of documents; (2) estimation of
entropy for unknown document using models for each
class of documents. The unknown document considered
to be of the same class with the model providing the
lowest value of entropy.

For the experiments Several Perl scripts were
created: scripts that produce letter-based and word-based
PPM models, scripts for cross-entropy calculation, for
class assignment and for F-measure determination.

In order to evaluate word-based PPM classification
method a number of experiments were performed. The
aim of the experiments was twofold:

- to evaluate quality of PPM-based document
classification

- to compare letter-based and word-based PPM
classification.

Experiments
Classification algorithms were evaluated on three corpora.
Firstly, the corpus of articles from the Romanian
electronic newspaper «Evenimentul zilei» (Event of The
Day)” was used in the experiments. Secondly,
experiments were carried out with clinical free text
collected from the Cincinnati Children’s Hospital Medical
Centre’s Department of Radiology and provided for
training and testing by Computational Medicine Centre in
Medical NLP Challenge 2007°. Finally, the algorithms

kindly provided by Constantin Orasan
www.wlv.ac.uk/~in6093/)
3 http://www.computationalmedicine.org/challenge

/index.php

(http://pers-
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were evaluated on Reuters-21578* corpus as a standard
benchmark for the text categorization tasks.

In text classification, effectiveness is always
measured by a combination of precision, the percentage
of documents classified into ¢; that indeed belong to c;,
and recall, the percentage of documents belonging to ¢;
that are indeed classified into ¢;, When effectiveness is
computed for several categories, the results for individual
categories can be averaged in several ways; one may opt
for microaveraging (categories count proportionally to the
number of their positive test examples) or for
macroaveraging (all categories count the same).

The macroaveraged form of the balanced F-measure
[10] was used in the experiments. The balanced F-
measure is the harmonic mean of precision (P) and recall
(R), written as:

F=2PR/P+R,
where P=A/A+B and R=A/A+C

A represents the number of true positives (i.e. the number
of documents classified into ¢; that indeed belong to ¢;), B
represents the number of false positives (i.e. the number
of documents classified into ¢; that do not belong to ¢; ), C
represents the number of false negatives (the number of
documents not classified into ¢; that indeed belong to ¢; ).

7.1.Experiments on Romanian Newspaper
The first experiment was carried on using corpus of 2 464
articles from the Romanian electronic newspaper
«Evenimentul zilei» (Event of The Day). This was the
easiest corpus for the evaluation. All the articles in this
newspaper belonged to one of the 7 categories: editorial;
money, business; politics; investigations; quotidian; in
the world; sport.

Each category was considered a class of documents
in the classification task. Each document belongs to
exactly one class. Documents were of medium size about
2000 words, sufficient for classification. For testing 10
test documents were taken from each category (70
documents in total).

Firstly, the word-based method was evaluated. For
the model creation figures, punctuation marks and others
non-alphabetic symbols were eliminated, all letters were
converted in lowercase. The PPM compression method
with order 1(one word in context) and escape method C
[1] was used for text modelling. Seven models were
created, each of them reflecting features of a certain class.
The entropies of test documents were calculated using the
created models. Having the entropy calculated on the base
of seven models, we attributed the document to the
category for which its entropy was minimal.

In the Table 1 the classification result is presented.
Columns show seven models accordingly to the
categories, rows refer to test files of the given category.
Figures in the table cells show number of test files
classified to the category of the column.

Documents of only one category were classified wrongly:
quotidian. It is obvious that the errors in classification

* http://www.daviddlewis.com/resources/testcollections
/reuters21578/

were influenced by the category. The category ‘quotidian’
is not a well-defined class of documents; it contains
topical articles. Accordingly to the errors in classification,
in most cases those were articles about finances and
investments.

Table 1. Test documents classification (bigram model).

Eg g .
2203 T
categories E 5 2 S~ |3 |5
A ERER RN
ETI|E|E|E |2 |8 |E B
sZ2|S|sS |5 ||z |3 S
2|8l |3 |E|E|&|&
Money, business 10 |10
quotidian 10 |1 | 5 4
editorial 10 10
in the world 10 10
investigations 10 10
politics 10 10
sport 10 10

The next experiment with word-based PPMC method
with order 2(two word in context) did not showed much
improvement, classifying 4 documents from ‘quotidian’
to ‘investigation’ and one to ‘money, business’. The same
set of documents was used for word-based PPMC method
with order O(no words in context). 12 documents were
misclassified for zero-context method. Because of the low
efficiency of order 0 PPM method it was not be used in
the following experiments.

The experiment with letter-based PPMC method
showed the same results as word-based with order 2.

Finally, three methods were cross-validated on five
different test sets each containing 70 documents. The
results are the following:

- for word-based PPM method with order 1: F=0.95;
- for word-based PPM method with order 2: F=0.948;
- for letter-based PPM method with order 5: F=0.97.

In spite of our expectations, letter-based method
yielded slightly better results for the first corpus.

7.2.Experiments on Medical Free Texts

Second step of PPM classification evaluation was testing
it on medical free texts. Data for the corpus was collected
from the Cincinnati Children’s Hospital Medical Centre
and consist of sampling of all outpatient chest x-ray and
renal procedures with ICD-9-CM codes assigned. The
collection is rather challenging for text classification
systems as the documents are quite small and multi-
labelled. An example of the text is given on Figure 1.

CLINICAL HISTORY: Cough, congestion, fever.
IMPRESSION: Increased markings with subtle patchy
disease right upper lobe. Atelectasis versus pneumonia.

Figure 1. Example of medical free text.

A training set with 978 documents was provided for
the experiments. Each document was labelled by one or
more ICD-9-CM labels. 45 ICD-9-CM labels (e.g 780.6)
are used in this dataset, these labels form 94 distinct
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combinations (e.g. the combination 780.6, 786.2). 33 of
these combinations have only one training example, 27 of
them have two examples. Keeping in mind the size of
those examples (15-20 words) one can imagine the
difficulty of the task.

In this experiment the problem of multiple-
classifying appeared. Unlike the previous experiment in
this case the decision about the number of labels for each
document should be made. Entropies of all test documents
for one category was normalized (each of them was
divided by their mean), and document was attributed to
the categories for which its entropy was lower than the
mean. For some documents the number of categories
attributed was too high, up to ten or even fifteen
categories. For these documents only three categories
with minimal entropy was selected. Three types of PPM
method were tested: word-based with order 1, word-based
with order 2 and letter-based with order 5. And again the
results were quite similar:

- for word-based PPM method with order 1:
P=0.33 R=0.45 F=0.38;

- for word-based PPM method with order 2:
P=0.33 R=0.45 F=0.38;

- for letter-based PPM method with order 5:
P=0.36 R=0.42 F=0.39.

Both word-based methods had the same results because
the length of the documents. They were too small for two-
word context method training. Letter-based model
performed better but not considerably. The result in
general is not high but considering the difficulty of the
corpus it could be accepted as satisfactory.

7.3.Experiments on Reuters

The last set of experiments was performed on Reuters-
21578 corpus. The Reuters-21578 test collection has been
a standard benchmark for the text categorization task
throughout the last years.

In order to be able to compare results with other
methods standard Modified Apte ("ModApte") split was
used in the experiments. Following the methodology used
in [8] three subsets of the collection were used for testing:
the set of the 15 categories with the highest number of
positive training examples (R15); the set of the 96
categories with at least tree positive examples (R96); the
set of the 105 categories with at least two positive
examples (R105).

For the first experiment with 15 categories,
documents with only one label were selected from the
whole test set. Thus, for this group of test documents only
one category with minimal cross-entropy was selected. In
the Table 2 only f-measure is shown for this task.

The method of multi-labelling was the same as in
experiments with medical texts. It should be mentioned
that the problem of selecting more than one category was
not solved properly. All the attempts to add more than one
label to the documents drastically affected precision and
decreased F-measure. Actually, about 3/4 of documents in
test set were labelled with only one topic and only about
2% of documents had more than three topics assigned. If

at least one topic for each document is assigned correctly,
the result is satisfactory anyway.

Two PPM methods were compared: word-based with
order 1 and letter-based with order 5. The results are
presented in Table 2.

Table 2. Comparison of two classification methods on three
subsets of Reuters21578

subset | Word-based method | Letter-based method
P R F P R F
R(15) 0.88 0.91
R(96) |0.61]0.68| 0.64 |0.72]0.57 | 0.64
R(105) [ 0.77 | 0.62 | 0.68 |0.78 | 0.63 | 0.69

The same results are presented on the diagram in the
Figure 2.
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Figure 2. Comparison of two classification methods on three
subsets of Reuters21578

The obtained diagram is quite similar with those
presented in [8]. Moreover, the figures are similar to
figures obtained by other classification methods. As for
the comparison of the word-based and letter-based
models, the difference is quite small. Again, our idea that
word-based method performed better, was not confirmed
by the experiments.

8. Conclusion and discussion

In the paper a comparative experimental study of two
PPM-based text classification methods is presented. The
experiments were carried out on a variety of experimental
contexts, including three corpora and three subsets of
Reuters-21578. The results of the experiments show that
PPM-based text compression efficiency is comparable
with other well-performed approaches presented in [8]. F-
measure obtained for PPM is very close to the one
obtained for SVM in [8]. However, there is not exactly
the same set of documents used for training and testing
and it cannot be asserted that PPM method performed
better or not.

On the other hand, comparison of two PPM methods
showed that word-based method is not better than letter-
based, though the difference is quite small. The possible
explanation for this is the quality of texts. In general, texts
are noisy and contain errors of different types. For
example, in Reuters the common error is word merging,
that, obviously, affected word-based method. Letter-based
methods avoid these problems and in general better
capture the characteristics of the text. The possible
preprocessing for words as stemming or lemmatization
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might be done in order to improve the word-based model,
but it does not solve the problem of unknown words and
words with errors.

It should be mention that letter-based model is more
compact and faster.

Thus, the experiments proved applicability of PPM models
for content-based text classification, although PPM model on the
basis of words did not perform better than model on the basis of
letters.
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Abstract

This paper presents a User-Oriented Multi-
Document Update Summarization system based
on a maximization-minimization approach. Our
system relies on two main concepts. The first
one is the cross summaries sentence redundancy
removal which tempt to limit the redundancy of
information between the update summary and
the previous ones. The second concept is the
newness of information detection in a cluster of
documents. We try to adapt the clustering tech-
nique of bag of words extraction to a topic enrich-
ment method that extend the topic with unique
information. In the DUC 2007 update evalua-
tion, our system obtained very good results in
both automatic and human evaluations.

Keywords

User-Oriented Multi-Document Summarization, Question Fo-
cused Summarization, Update Summarization, Statistical ap-
proach, Detection of Newness, DUC evaluation, Cross sum-
maries redundancy removal

1 Introduction

The seventh edition of the Document Understanding
Conference! (DUC) has introduced a pilot task in
counterpart to the question-focused multi-document
summarization main task. Named update task, its
goal is to produce short update summaries of newswire
articles under the assumption that the user has already
read a set of earlier articles. This is the first time, as
far as we know, that an update summarization task
is evaluated. We have chosen to base our system’s
approach on two main concepts: cross summaries sen-
tence redundancy removal and newness of information
detection using a bag of words extraction method for
topic enrichment. The rest of the paper is organized
as follows. Section 2 describes the previous works and
section 3 the update task of DUC 2007. The section 4

! Document Understanding Conferences are conducted since
2000 by the National Institute of Standards and Technology
(NIST), http://www-nlpir.nist.gov

introduces the two main ideas of our approach quote
above. The section 5 gives an overview of the exper-
iments and section 6 the performance of the system
at the DUC 2007. Section 7 concludes this paper and
examines possible further work.

2 Background and related work

Interest in multi-document summarization of newswire
started with the on-line publishing and the constant
growth of internet. Introduced by Luhn [5] and Rath
et al. [12] in the 50s-60s with single-document sum-
marizers (SDS), research on automatic summarization
can be qualified as a long tradition. However, the
first automatic Multi-Document Summarizers (MDS)
were developed only in the mid 90s [9]. Lately, DUC
2007 conference introduced the over-the-time update
MDS evaluation. Most of work in automatic summa-
rization apply statistical techniques to linguistic units
such as terms, sentences, etc. to select, evaluate, or-
der and assemble them according to their relevance
to produces summaries [6]. In general, summaries are
constructed by extracting the most relevant sentences
of documents. Automatic summarization systems can
be divided in two categories: single document summa-
rizers and more complex multidocument summarizers.
Multi-document systems can be viewed as a fusion of
the SDS systems outputs by using additionnal infor-
mation about the document set as a whole, as well
as individual documents [1]. MDS perform the same
task as SDS but increase the probability of information
redundancy and contradictions. Previous works com-
paring the redundancy techniques [10] have shown that
using a simple zero knowledge vector based cosine sim-
ilarity [15] for measuring sentence similarities make no
difference in performance with more complex represen-
tation, such as Latent Semantic Indexing [2]. Contrary
to redundancy removal, precious little researchers have
focused on time-based summarization. A natural way
to go about time-based summarization is to extract
the temporal tags [7] (dates, elapsed times, tempo-
ral expressions, ...) or to automatically construct the
timeline from the documents [14]. For the last tech-
nique, the well known x? measure [8] is used to extract
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unusual words and phrases from documents. Our ap-
proach is based on the same principle of term extrac-
tion but differs from these in several ways. Our sys-
tem relies on the simple idea that the most important
unique terms of a cluster are suitable for representing
the unique and unseen information.

3 Description of the DUC 2007
pilot task

The DUC 2007 update task goal is to produce short
(~100 words) multi-document update summaries of
newswire articles under the assumption that the user
has already read a set of earlier articles. The purpose
of each update summary will be to inform the reader
of new information about a particular topic. Given a
DUC topic and its 3 document clusters: A, B and C,
the task is to create from the documents three brief,
fluent summaries that contribute to satisfying the in-
formation need expressed in the topic statement.

1. A summary of documents in cluster A.

2. An update summary of documents in B, under
the assumption that the reader has already read
documents in A.

3. An update summary of documents in C, under
the assumption that the reader has already read
documents in A and B.

Within a topic, the document clusters must be pro-
cessed in chronological order; i.e., we cannot look at
documents in cluster B or C when generating the sum-
mary for cluster A, and we cannot look at the docu-
ments in cluster C when generating the summary for
cluster B. However, the documents within a cluster
can be processed in any order.

4 A Cosine Maximization-
Minimization approach

This paper proposes a statistical method based on a
maximization-minimization of cosine similarity mea-
sures between sentence vectors. The main motiva-
tion behind this approach is to find a way to quantify
the newness of information contained in an document
cluster assuming a given topic and a set of already
"known” document clusters but at the same time min-
imize the possible redundant information. The main
advantage of this approach is that zero knowledge is
required and that makes the system fully adjustable
to any language. The following subsections formally
define the measures formulas and the method to apply
them to the update summarization task.

4.1 Back to basics:
Oriented MDS

We have first started by implementing a baseline sys-
tem for which the task is to produce topic focused
summaries from document clusters. Standard pre-
processings are applied to the corpora, sentences are

a simple User-

filtered (words which do not carry meaning are re-
moved such as functional words or common words)
and stemmed using the Porter algorithm [11]. An N-
dimensional termspace =, where N is the number of
unique terms found in the corpus, is constructed. Sen-
tences of a document are represented in = by a vector.
Similarity measures between sentences are calculated
by using the angle cosine. The smaller the angle, the
greater is the similarity. The system scores each sen-
tence of a document by calculating the cosine simi-
larity angle measure [13] (defined in formula 1 and
illustrated by figure 1 with the 6;) between the topic
vector and the sentence vector using the well known
tf x idf measures as weights. tf is the term frequency
in the document and idf is the inverse document fre-
quency. idf values are calculated on the whole DUC
2007 corpus (main and update task).

. -t
cos(3,F) = ——mm v 1)

IS+ 1]

In our case, § is the vectorial representation of the
candidate sentence and ¢ of the topic.

4.2 Redundancy removal techniques

Sentences coming from multiple documents and assem-
bled together to generate a summary theoretically en-
gender redundancy problems for classified document
cluster. In practice, sentences of a cluster are all
scored by calculating an angle regarding a particular
topic, accordingly all high scored sentences are syn-
tactically related. We have to deal with two different
redundancy problems in our update MDS system, the
within summary syntactical sentence redundancy and
the cross summaries redundancy. The first one refers
to the detection of duplicate sentences within a sum-
mary. We choose to measure the sentence similarity
between the sentences already contained in the sum-
mary and the candidate sentences and remove them
if this similarity is greater than a threshold 7,, em-
pirically fixed. The second problem is more specific to
the task, candidate summaries are generated assuming
that other summaries have previously been produced.
Therefore they have to contain different information
about the same topic and inform the reader of new
facts. Formally, n, early summaries are represented as
a set of vectors IT = {1, P2, ..., Pn, } in the termspace
E. Our sentence scoring method (formula 2) calcu-
lates a ratio between two angles: the sentence § with
the topic ¢ and the sentence with the all previous Ny
summaries. The smaller value 7(5,%) and the higher
value ¢(8,II) produces the greater score R(e):

- n(s,t)

2)

S
»
_|_
—_

where:
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Therefore:

max 7)(e)
max R(s) = { o ;7(.) (3)

The highest scored sentence s is the most relevant

assuming the topic ¢ (i.e. 7 — 1) and, simultaneously,
the most different assuming the previous summaries I1
(ie ¢ — 0).

Sentence
A
0t
\ Topic
01— 7
02
Summary 1 / >
Summary 2

Fig. 1: The case of two previous summaries Cosine
Maximization-Minimization illustration example: for
each sentence, minimize the angle 0; and mazximize
the angles 61 and 05

4.3 Newness of information

The detection of the newness of information is a crit-
ical point in the update summarization process. In-
deed, how to detect, quantify and ”blend” unseen in-
formation into an existing MDS system are challenging
questions that we try to answer with our approach. In
the same way that several previous works in document
clustering use a list of high ¢f x idf terms as topic
descriptors, we have chosen to represent the most im-
portant information of a document cluster X by a bag
of words Bx of the n; highest tf x idf words. The
newness of information of a document cluster A in re-
lation to already processed clusters is the difference of
its bag of words B4 and the intersection of B4 with
all the previous cluster’s bags of words (see formula 3).
The system uses the terms of Bx to enrich the topic ¢
of the cluster X, the topic is extended by a small part
of the unique information contained in the cluster. Se-
lected sentences are not only focused on the topic but
also on the unique information of the cluster.

Bx = Bx \ U B; (4)
i=1

4.4 Summary construction

The final summary is constructed by arranging the
most high scored sentences until the limit size of 100
words is reached. As a consequence the last sentence

have a very high probability to be truncated. We pro-
pose a last sentence selection method to improve the
summary’s reading quality by looking at the next sen-
tence. This method is applied only if the remaining
word number in greater than 5 otherwise we just pro-
duce a non-optimal size summary. The next last sen-
tence is prefered to the last if its length is almost 33%
shorter and to avoid noise if its score is greater than
a threshold 7, = 0.15. In all cases the last summary
sentence is truncated of 3 words maximum. We try to
protect the sentence grammaticality by removing only
stop-words and very high frequency words. A set of
about fifty re-writing patterns and a dictionnary based
name redundancy removal system have been specially
created for the DUC update task. The figure 2 shows a
global overview of the main architecture of our system.

Newness Summarization Redundancy Final
detection engine removal summary

Previous
summaries

Newswire
cluster

Fig. 2: General architecture of the update summariza-
tion system.

5 Experiments

The method described in the previous section has been
implemented and evaluated. The following subsections
present some details of the different parameter settings
experiments.

5.1 Experimental Settings

We used for our experimentations the DUC 2007 up-
date task data set, the task is described in section 3.
The corpus is composed of 10 topics, with 25 docu-
ments per topic. For each topic, the documents will
be ordered chronologically and then partitioned into 3
sets: A, B and C, where the time stamps on all the
documents in each set are ordered such that time(A)
< time(B) < time(C). There is approximately 10 doc-
uments in set A, 8 in set B, and 7 in set C. Tuning the
system parameters requires to find a way of automat-
ically evaluate the quality of the produced summaries
and producing reliable and stable scores. All exist-
ing automated evaluation methods work by compar-
ing the systems output summary to one of more refer-
ence summaries (ideally, produced by humans). The
ROUGE [4] and Basic Elements [3] automated perfor-
mance measures are considered relevant and will be
used for our experiments.
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5.1.1 Recall-Oriented Understudy for Gisting
Evaluation (ROUGE)

ROUGE [4] is a word n-gram recall between a candi-
date summary and a set of reference summaries. In
our experiments the two ROUGE-2 and ROUGE-SU4
measures will be computed. ROUGE-2 measure which
is based on bigram of words is defined in equation
5. Countmyaten stands for the maximum number of
bigrams co-occurring in a candidate summary and a
set of reference summaries Rg. The ROUGE-2 is a
recall-related measure because of the denominator of
the equation is the total sum of the number of bigrams
occurring in the reference summaries.

ZSERS Zbigramés Countmatch
ESERS Zbigrames Count

The ROUGE-SU4 measure is a also a word bigram
recall but extended to take into account the unigrams
and allowing for arbitrary gaps of maximum length
4. For example the sentence "why using text summa-
rization” has Count(4,2) = 6 skip-bigrams which are:
“why using”, "why text”, "why summarization”, "us-
ing text”, "using summarization”, “text summariza-
tion”. We calculated the count of skip-bigrams with
an arbitrary gap v an we defined it in equation 6.

ROUGE-2 =

k—vy
Count(k,n) :C<Z> —Z(k—w); v>1,k>~v (6)
0

where n is the n-gram length and k the sentence length
in words.

5.1.2 Basic Elements (BE)

Basic Elements [3] is a specific evaluation method
using very small units of content, called Basic Ele-
ments, that adress some of the shortcomings of n-
grams. The problem of the ROUGE evaluation is that
multi-word units (such as ”United Mexican States”)
are not treated as single items, thereby skewing the
scoring, and that relatively unimportant words (such
as "from”) count the same as relatively more impor-
tant ones. The Basic Elements evaluation tempt to
solve these problems by using a syntactic parser to
extract just the valid minimal semantic units, called
BEs.

5.2 Newness of information

One of the major difficulties is to evaluate and opti-
mize the quantity of "newness” terms extracted from
the clusters. If too much terms are extracted the pro-
duced summaries will be away from the point con-
sidering the topic. Otherwise, if too few terms are
extracted, summaries readability will decrease due to
the high information redundancy. We can observe in
figure 3 that the topic enrichment always decreases au-
tomatic evaluation scores. This is due to the "noise”
introduced by the newness of information terms ex-
tracted. Our experiments have also shown that the

newness of information enrichment considerably en-
hances the readability and the intrinsic quality of the
produced summaries. The information containing in
the summaries is more heterogeneously spread, syn-
tactical redundancy decrease and so readability and
general quality enhance.
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Fig. 3: ROUGE average recall scores in comparison
to the number of extracted terms for the topic enrich-
ment.

5.3 Within summary redundancy

We have implemented two similarity measures to deal
with the within summary sentence redundancy prob-
lem. These measures are calculated between a can-
didate sentence and the sentences that are already
considered as summary’s sentences. The first one is
a normalized symmetrical word overlapping measure
whereas the second is a classic cosine similarity mea-
sure. A candidate sentence is accepted in the final
summary only if its similarity scores with the other
summary sentences are lower than a threshold 7,. Pre-
vious works [10] have shown that the classic cosine
similarity measure (see equation 1) is the most per-
formant measure for redundancy removal task. The
two measures are binded by the fact that they use
the terms as units of comparison so we decide to use
only the classic cosine similarity. The sentence accep-
tance threshold has been tuned empirically using the
ROUGE automatic evaluation as reference measure,
ROUGE scores are increasing until the threshold is
reaching 7, = 0.4 (see figure 4). In other words, the
deletion of sentence with lower cosine score that 0.4
remove information from the candidate summary and
a sentence is considered as increasing the summary re-
dundancy if at least one of its cosine scores with the
other sentences is greater than 0.4.

84 RANLP’2007 - Borovets, Bulgaria



0,15 | ®ROUGE-2
0 ROUGESU4

2
-
iy

ROUGE Becall soore
=
o
=)
5

=]
(=]
]
[ |
.
[

0,15 0,2 0,237 0,3 0,35 04 045

Senbenie cosine similarity threshold

0,05 0,1

Fig. 4: ROUGE average recall scores versus the re-
dundancy similarity measure threshold T,.

5.4 Experiments on DUC 2007 data

The above sections delineate the tuning techniques us-
ing the DUC 2007 corpus as reference and so how we
found the optimal parameter combination by compar-
ing our system automatic evaluation scores. This sec-
tion will evaluate our system performance in the op-
timal parameter combination with the 24 participants
of DUC 2007 update task (in which we participate
with a non-optimal version of this system, the sys-
tem’s id is 47). An example of our system output for
the topic DO726F is shown in the appendixes section.
We observe in the figure 5 that our system is the sec-
ond best system for the ROUGE automatic evaluation,
this is a very good performance in view of the fact that
the applied post-processings achieve poor performance
and that they are not designed especially for the task
but are more generic ones. An important margin of
progress in improving these main post-processings ap-
pears. Sentence rewritting process in the specific kind
of document used in the DUC conferences is not yet
developed but we are currently investigating sentence
reduction techniques.

6 The system at DUC 2007

This section present the results obtained by our sys-
tem at the DUC 2007 update evaluation. No train-
ing corpus was, at the time of submission, available
and there was, as far as we known, no equivalent cor-
pora for training systems. Only manual evaluation of
the output summaries was possible, this explain why
the parameters used for the system submission are not
the optimal ones. The following parameters have been
used for the final evaluation: Bag of words size: 15,
Redundancy threshold: 7, = 0.4, minimal sentence
length: 5. Among the 24 participants, our system
ranks 4*" in both ROUGE-2 and Basic Elements eval-
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Fig. 5: ROUGE-2 versus ROUGE-SU4 scores for the
24 participants of DUC 2007 update evaluation (our
system is the dark circle).

uation, the 5** in ROUGE-SU4 evaluation and the 7"
in overall responsiveness. The figure 6 shows the corre-
lation between the average ROUGE scores (ROUGE-
2 and ROUGE-SU4) of the systems and their aver-
age responsiveness scores. ROUGE-2 and ROUGE-
SU4 scores were computed by running ROUGE-1.5.5
with stemming but no removal of stopwords. The in-
put file implemented jackknifing so that scores of sys-
tems and humans could be compared. The content
responsiveness evaluation assesses how well each sum-
mary responds to the topic. The content responsive-
ness score is an integer between 1 (very poor) and 5
(very good) and is based on the amount of information
in the summary that helps to satisfy the information
need expressed in the topic narrative. The average re-
sponsiveness score obtained by our system was 2.633,
which is above the mean (2.32 with standard deviation
of 0.35). Our system is contained in the group of the
top 8 well balanced systems (It must be noticed that
the value of the scores range in a small interval), the
mean responsiveness score (ranked only 7t") is due to
the poor rewritting sentence post-processing (only less
than fifty general rewritting regular expressions).

The figure 7 illustrates another automatic measure,
the previously described Basic Elements (BE) evalua-
tion measure. Basic Elements (BE) scores were com-
puted by first using the tools in BE-1.1 to extract BE-F
from each sentence-segmented. The BE-F were then
matched by running ROUGE-1.5.5 with stemming, us-
ing the Head-Modifier (HM) matching criterion. For
average BE our system scored 0.05458, which is above
the mean (0.04093 with standard deviation of 0.0139)
and ranked 4" out of 24 systems. We observe in the
figure 8 that the average automatic scores are better
for the last summary (cluster C) and most of all that
the standard deviations extensively decrease (see table
1). The stability of our system enhance with the quan-
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Fig. 6: ROUGE versus responsiveness scores for the
24 participants of the DUC 2007 update evaluation.
Our system is the dark circle (ROUGE-2) and the dark
triangle (ROUGE-SU4).
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Fig. 7: Basic Elements (BE) scores of the 24 partici-
pants of the DUC 2007 update task. Our system id is
47 (marked in the figure by the dark circle).

tity of previous time documents, the light fall with the
cluster B summaries may be due to the non-optimal
enrichment done without enough previous extracted
terms.

After analysing all the figures, one system clearly
stand out from the crowd (this system id is the 40),
this system ranks first in all the automatic and man-
ual evaluations. Our system definitely is, in term of
performance, in the pack leading group. We would
like to say, in a word, that our system runs very fast,

Cluster A B C
ROUGE-2 0,08170 | 0,08080 | 0,03670
ROUGE-SU4 || 0,08657 | 0,06826 | 0,02878

Table 1: ROUGE scores standard deviations of our
system for each document cluster used.
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Fig. 8 ROUGE recall scores (average and maxi-
mum - minimum deviations) for each document clus-
ters (A~10, B~8 and C~7 articles).

it only take ~ 1 minute to compute the whole DUC
2007 update corpus on a 1.67Ghz G4 with 1.5Gb of
RAM running MAC OS X 10.4.9.

7 Discussion and applications

We have presented a cosine maximization - mini-
mization technique for producing user-oriented update
summaries. This summarization system achieves effi-
cient performances in the Document Understanding
Conference 2007 evaluation regarding to other par-
ticipants: 4th in ROUGE-2 average recall and Ba-
sic Elements average recall, 5th in ROUGE-SU4 av-
erage recall and 7th in responsiveness in relation to
24 participants. The results of our experiments point
out several research questions and directions for future
work. The detection of the newness of information
in the document clusters introduces too much ”noise”
in the summaries, considering only the most relevant
sentences for the term extraction have to enhance the
responsiveness. We are currently working on a more
precise similarity maximization in the redundancy re-
moval process by changing the granularity (using the
sentence instead of the whole summary). Applications
to a domain of speciality, the Organic Chemistry, is
currently in development? with a Chemistry textbook
question-answering system. This system will allow

2 In collaboration with the University of Namur, (Belgium).
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users to spare time by reading only new facts and skip
all already known informations.
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Appendix

This is an example of our system output for the topic
DO0726F of the DUC 2007 task. The title is Al Gore’s 2000
Presidential campaign” and the narrative part is ”Give the
highlights of Al Gore’s 2000 Presidential campaign from the
time he decided to run for president until the votes were
counted.”.

UPDATE DOCSUBSET="D0726F-A”

Vice President Al Gore’s 2000 campaign has appointed
a campaign pro with local Washington connections as
its political director. Al Gore, criticized for not having
enough women in his inner circle, has hired a veteran
female strategist to be his deputy campaign manager
for his 2000 presidential bid. Al Gore will take his
first formal step toward running for president in 2000
by notifying the Federal Election Commission that he
has formed a campaign organization, aides to the vice
president said. Al Gore took his presidential campaign
to a living room that helped launch Carter and Clinton
into the White House.

UPDATE DOCSUBSET="D0726F-B”

Patrick Kennedy, D-R.I., endorsed Vice President Al
Gore for the Democratic presidential nomination in
2000. Al Gore named a veteran of the Clinton-Gore
presidential campaigns to be his campaign press secre-
tary. Bradley retired from the Senate in 1996, briefly
mulled an independent run for president, then spent
time lecturing at Stanford University in California be-
fore deciding to challenge Gore for the Democratic
presidential nomination. Klain was criticized by some
Gore allies after President Clinton called a reporter for
The New York Times and said Gore needed to loosen
up on the campaign trail. Bill Bradley of New Jersey,
Gore’s sole competitor.

UPDATE DOCSUBSET="D0726F-C”

After hearing that Stamford-native Lieberman had
been chosen as Al Gore’s running mate, Marsha Green-
berg decided to knit him a gift. Vice President Al
Gore, who continues to reshuffle his struggling pres-
idential campaign, has selected Donna Brazile to be
his new campaign manager, officials said. Al Gore
declared ”a new day” in his presidential bid with a
symbolic homecoming and the opening of a new cam-
paign headquarters far from the constant political in-
trigue and daily odds-making of Washington. Coelho,
Brazile and Carter Eskew, the media consultant hired
to help develop Gore’s campaign message, are already
working out of the Nashville office.
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Abstract

This paper describes a system aiming at semi-
automatically fill an XML template with free texts
from the clinical domain (Practice Guidelines). The
XML template requires semantic information not
explicitly encoded in the text (pairs of conditions
and recommendations). The system tries to com-
pute the exact scope of conditions over text se-
quences expressing recommendations (actions to be
done). It has been applied to the analysis of several
French Practice Guidelines, showing good per-
formance.

Keywords: Clinical Practice Guidelines, XML,
document re-engineering, discourse processing,
blackboard architecture

1 Introduction

For a collection of textual documents, migrating to XML-
based structured documents means re-engineering the
whole database. Moreover, it requires analyzing the full
set of textual documents so that they can fit with strict
templates, as required either by XML schemas or DTD
(document type definition). Most of the time, XML sche-
mas model semantic blocs of information that are not
explicitly marked in the original text.

This issue renewed the interest for the recognition and
management of discourse structures, especially for techni-
cal domains. In this study, we show how technical docu-
ments belonging to a certain domain (namely, clinical
Practice Guidelines) can be semi-automatically structured
using NLP techniques. Practice Guidelines describe best
practices with the aim of guiding decisions and criteria in
specific areas of healthcare, as defined by an authoritative
examination of current evidence (evidence-based medi-
cine, see Wikipedia or Brownson et al., 2003).

The Guideline Elements Model (GEM) is an XML-
based guideline document model that can store and organ-
ize the heterogeneous information contained in Practice
Guidelines (Schiffman, 2000). It is intended to facilitate
translation of natural language guideline documents into a
format that can be processed by computers. The main ele-
ment is called knowledge component and contains
most of the useful information, especially sequences of
conditions and recommendations. Our aim is thus to for-
mat these documents, manually written without any pre-

cise model, according to the GEM DTD.

The organization of the paper is as follows: first, we
present the task and some previous approaches (section 2).
We then describe the task (section 3) and the different
processing steps (section 4) along with the implementation
(section 5). We finish with the presentation of some results
(section 6), before the conclusion (section 7).

2 Discourse analysis for the re-
structuration of Practice Guidelines

Clinical practices have considerably evolved these last
years towards standardization and effectiveness. A major
improvement is the development of Practice Guidelines
throughout the world (Brownson et al., 2003). However,
even if they are widely distributed to the medical staff, it
has been found that some simple clinical Practice Guide-
lines are not routinely followed to the extent they might
be'.

These documents are not easy to be accessed by the
doctor when he is consulting. Moreover, it can be difficult
for the doctor to find relevant pieces of information from
these guides, even if they are not very long documents. To
overcome these problems, national health agencies try to
promote the diffusion of guidelines on electronic devices,
so that these recommendations could be checked by the
doctor directly from his computer.

2.1 Previous work

Several attempts have been made already to improve
the translation from the text to the formal model (e.g.
Séroussi et al,. 2001). GEM Cutter (http://gem.med.
vale.edu/) is a tool intended to aid people fill the GEM
DTD from texts. However, this software is only an inter-
face allowing the end-user to perform the task through a
time-consuming cut-and-paste process. The overall proc-
ess described in Shiffman et al. (2004) is also largely
manual, even if it is an attempt to automate and regularize
the translation process. The main problem for the automa-
tion of the translation process is to identify that a list of
recommendations expressed over several sentences is un-
der the scope of a specific condition (a specific pathology
or a specific kind of patients). However, previous ap-

! See (Kolata, 2004). This newspaper article is a good example of
the huge social impact of this research area.
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proaches have been based on the analysis of isolated sen-
tences and do not compute the exact scope of conditional
sequences (Georg and Jaulent, 2005): this part of the work
still has to be done by hand. It is thus a strong limitation of
previous attempts to automate the process.

2.2 Discourse theories

Clinical Practice Guidelines express series of conditions
and recommendations. These are clearly made of a set of
hierarchical discourse items. This kind of discourse struc-
ture has been investigated by a series of theories, among
others RST (Rhetorical Structure Theory, Mann and
Thompson, 1988) or SDRT (Segmented Discourse Repre-
sentation Theory, Asher and Lascarides, 2003). These
theories assume that discourse is made of “segments” and
that these segments are linked together by “discourse rela-
tions”, which explain the global coherence of a text. Dis-
course relations form a hierarchy. These theories however
differ when considering the number and the type of rela-
tions they include. They are widely used for generation
systems but are harder to implement for analysis (see
however, Marcu 2000).

The limits of these theories are well-known: No theory
gives a precise and definitive list of relations. The analysis
of a text cannot be a completely deterministic process
since variation may exist among different readers. More-
over, the relation between two segments can be explicit
(e.g. via a linguistic cue) or implicit (e.g. juxtaposition of
sentences). It can also be marked through a combination of
different cues. Consequently, and this is an importantly
issue in our perspective, the recognition of discourse rela-
tion is not completely formalized.

Finally, text structure is another feature that plays an
important role for the recognition and typing of discourse
relations (“the text-forming component in the linguistic
system” from Halliday and Hasan, 1976:23). It is not de-
scribed as such in most frameworks (like RST) but recent
experiments have shown the fundamental role of text
structuring (section, paragraphs, lists ...) and formatting
(bold, italic, ...) for discourse (Power et al., 2003, Virbel
and Luc, 2001). The structure of Practice Guidelines is
typically based on these features. We thus have to deal
with heterogeneous knowledge sources to analyze the
structure of conditions and actions.

3  Our approach

The main objective of the software is to go from a textual
document to a GEM based document. We focus on condi-
tions and recommendations since these elements are of
paramount importance for the task and are especially diffi-
cult to deal with since they require to accurately determine
the scope of conditions. Several actions may depend from
one condition. A condition can introduce various actions
and sub-conditions, from which depend other actions. The
task consists then in the recognition of a collection of
nested pairs of conditions and actions, which scope is dif-
ficult to automatically determine.

4 Processing steps

Segmenting a guideline to fill an XML template is a com-
plex process involving several steps. We detail the most
important steps, mainly the way we compute the scope of
conditional sequences, and we just give some hints about
the pre-processing stages, so that the reader understand
what is the basis of the analysis.

4.1

This study is made through the analysis of 18 French Prac-
tice Guidelines published by French national health
agency (ANAES, Agence Nationale d’Accréditation et
d’Evaluation en Santé and AFSSAPS, Agence Francaise
de Sécurité Sanitaire des Produits de Santé) between 2000
and 2005. These practice guidelines deal with different
pathologies (diabetes, high blood pressure, asthma etc.) as
well as with clinical examination processes (digestive en-
doscopy). This corpus is thus homogeneous, and is about
250 pages long (150.000+ words). Most of these Practice
Guidelines are publicly available at:
http://www.anaes. fr or http://affsaps.
sante.fr. The same kind of documents exist in English
and other languages. The GEM DTD is language inde-
pendent.

Experiment material

4.2 Overview

Text genres can be automatically identified since they fol-
low norms, that is to say regularities in the way of writing.
This is especially important for the analysis of the scope of
conditional segments.

As for quantifiers, a conditional segment may have a
scope that extends over several basic segments (a frame).
It has been shown by several authors (e.g. Charolles,
2005) working on different types of texts that by default
introducers detached from the sentence have most of the
time a scope beyond the current sentence whereas introdu-
cers integrated to a sentence (not at the beginning of a sen-
tence) have a scope that is limited to the current sentence.

The segmentation is however non-monotonic: it can be
revised if some linguistic cues suggest another more accu-
rate segmentation (violation of the norm). This correction
of the initial segmentation can be inspired by the shift and
reduce strategy from Marcu (1999). Some “cohesion cues”
suggest extending the default segmentation (shiff) while
some others suggest limiting the scope of the conditional
sequence (reduce) — see section 4.5.

4.3 Preprocessing (cue identification)

The preprocessing stage corresponds to the analysis of
relevant linguistic cues. These cues are of different na-
tures: they can be related to the material text structure or to
its content; they are based on morphology, syntax or se-
mantics. We chose to mainly focus on task-independent
knowledge so that the method is portable, as far as possi-
ble (we took inspiration from Halliday and Hasan, 1976
and Marcu, 2000).
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Material structure cues. This step includes the recognition
of titles, section, enumerations and paragraphs.

Morpho-syntactic cues. Recommendations are not ex-
pressed in the same way as conditions from a morpho-
syntactic point of view.

Anaphoric cues. A basic and local analysis of anaphoric
elements is performed. We especially focused on expres-
sions such as dans ce cas, dans les N cas (précédents)
which are very frequent in clinical documents. The recog-
nition of such expressions is based on a limited set of pos-
sible nouns that occurred in context, together with specific
constraints (use of demonstrative pronouns, etc).

Conjunctive cues (discourse connectors). Conditions are
mainly expressed through conjunctive cues. The following
forms are especially interesting: forms prototypically ex-
pressing conditions (si, en cas de, dans le cas ou... if, in
case of...) and temporal frames (lorsque, au moment ou,
avant de... when, before...)

Lexical cues. Recommendations are mainly expressed
through lexical cues. We have observed forms prototypi-
cally expressing recommendations (recommander, pre-
scrire, ... recommend, prescribe), obligations (devoir, ...)
or options (pouvoir, ...). Most of these forms are highly
ambiguous but can be automatically acquired from an an-
notated corpus.

4.4 Basic segmentation

A basic segment corresponds to a text sequences express-
ing either a condition or a recommendation. It is most of
the time to a sentence, or a proposition inside a sentence.

Relevant features described in the previous section may
be highly ambiguous. Conditional segments are most of
the times tagged according to a list of specific introducers.
The recognition of action segments is more difficult: it is
rarely done according to a single feature, but most of the
time according to a bundle of relevant features acquired
from a representative corpus. For example, if a text se-
quence contains an injunctive verb, with an infinitive form
at the beginning of a sentence, then the whole sequence is
typed as action. The relevant sets of co-occurring fea-
tures have been automatically derived from a set of anno-
tated Practice Guidelines, using the chi-square test to
compute distribution independence.

After this step, the text is segmented into basic typed
segments expressing either a recommendation or a condi-
tion (the rest of the text is left untagged).

4.5 Computing the scope of conditions

We propose a strategy in two steps: first, the default seg-
mentation is done and then a revision process is able to
correct the main errors caused by the default segmentation
(the norm).

Default segmentation

As was said in the overview, we developed a strategy
which makes use of the notion of default. By default:

1. Scope of a heading goes up to the next heading;

2. Scope of an enumeration’s header covers all the
items of the enumeration ;

3. If a conditional sequence is detached (at the begin-
ning of a paragraph or of a sentence), its scope is
the whole paragraph;

4. If the conditional sequence is integrated inside a
sentence, its scope is equal to the current sentence.

Cases 3 and 4 cover 50 to 80% of all the cases, in function
of the practice guidelines taken into account. However,
this default segmentation not monotonic: it is revised and
modified when a feature bundle of linguistic cues forms a
continuation mark within the text or, on the other hand,
when the default segmentation seems to contradict some
cohesion cue.

Revising the default segmentation

There are two cases which require revising the default
segmentation: 1) when a cohesion mark indicates that the
scope is larger than the default unit; 2) when a rupture
mark indicates that the scope is smaller. We only have
room for two examples, which, we hope, give a good idea
of the kind of process undergoing.

1) Anaphoric relations are strong cues of text coher-
ence: they most of the time indicate the continuation of a
frame after the end of its default boundaries (shiff).

L'indication d’une insulinothérapie est recommandée
lorsque I'HbA1lc est > 8%, sur deux contrdles suc-
cessifs sous l'association de sulfamides/metformine
a posologie optimale. Elle est laissée a I'appréciation par
le clinicien du rapport bénéfices/inconvénients de
I'insulinothérapie lorsque I’'HbAlc est comprise entre
6,6% et 8% sous la méme association. Dans les deux
cas, la diététique aura au préalable été réévaluée et un
facteur intercurrent de décompensation aura été recher-
chée (accord professionnel).

Stratégie de prise en charge du patient diabétique de type 2 a
I’exclusion de la prise en charge des complications (2000)

Figure 1. The last sentence introduced by dans les deux
cas is under the scope of the conditions introduced by
lorsque.

On Figure 1, the expression dans les deux cas (in the two
cases...) is an anaphoric mark referring to the two previ-
ous utterances. The scope of the conditional segment in-
troduced by /orsque (that would normally be limited to the
sentence they appear in) is thus extended accordingly. The
identification of this extension requires the co-occurrence
of complex features (an anaphoric noun referring to two
basic recommendation segments) that are dynamically
identified thanks to the blackboard architecture (see sec-
tion 5).

2) Other discursive cues are strong indicators that a
frame must be closed before its default boundaries (re-
duce). These cues may indicate some contrastive,
corrective or adversative information (cependant, en re-
vanche...). Justifications cues (en effet, en fait, ...) also
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pertain to this class since a justification is not part of the
action element of the GEM DTD. On Figure 2, the lin-
guistic cue en effet (in effect) closes the frame introduced
by Chez les patients ayant initialement...(<1g/l) since this
sequence should fill the explanation element of the
GEM DTD and is not an action element.

Chez les patients ayant initialement une concentra-
tion trés élevée de LDL-cholestérol, et notamment
chez les patients a haut risque dont la cible théra-
peutique est basse (<1g/l), le prescripteur doit garder
a l'esprit que la prescription de statine a fortes doses ou
en association nécessite une prise en compte au cas par
cas du rapport bénéfice/risque et ne doit jamais étre sys-
tématique. En effet, les fortes doses de statines et les
bithérapies n’ont pas fait I'objet a ce jour d’une évaluation
suffisante dans ces situations.

(Prise en charge thérapeutique du patient dyslipidémique, 2005,
p4)

Figure 2. The last sentence contains a justification cue
(en effet) which limits the scope of the condition in the
preceding sentence.

S Implementation

Discourse processing requires a lot of relevant information
ranging from lexical cues to complex co-occurrence of
different features. We choose to implement these through
a classical blackboard architecture (Englemore and Mor-
gan, 1988). The advantages of such an architecture are
easy to grasp for our problem: each linguistic phenomenon
is treated through an independent agent; inference rules are
also coded through specific agents and a facilitator rules
the overall process. Basic linguistic information is col-
lected through a set of modules called “linguistic experts”.
Each module is specialized in a specific phenomenon (text
structure recognition, port-of-speech tagging, term spot-
ting, etc.). Another series of experts then combine the ini-
tial disseminated knowledge brought by the linguist ex-
perts to recognize basic segments (section 4.4) and help
compute scopes and frames (section 4.5). These experts
form the “inference engine”, able to analyze information
stored in the working memory of the system and add new
knowledge to the database. Even if linear order is not rele-
vant for the inference process, new information is still
indexed with textual clauses, so that the system is able to
generate the original text along with annotation. A facili-
tator helps determining which expert, at a given point it
time, has the most important insight or information to con-
tribute to the problem's solution.

6 Evaluation

We are currently working on a corpus on 18 practice
guidelines in French (several hundreds of frames), with the
aid of doctors and experts of the domain. These experts
have validated the approach, which is much more power-
ful than the sole identification of isolated text segments:
the identification of the scope of conditional segments
dramatically decrease the time spent by experts to validate
the output of the system. We are in the process of evaluat-

ing the overall process on a relevant set of Practice Guide-
lines that have not been used during the implementation.

6.1 Evaluation criteria

A sequence is ok if the semantics of the sequence is
preserved. For example Chez ['obése non diabétique (ac-
cord professionnel) (In the case of an obese person with-
out any diabetes (professional approval)), recognition is
ok even if professional approval is not stricto sensu part
of the condition. On the contrary, Chez [’obése (In the case
of an obese person) is not ok. The same criteria are applied
for recommendations. We evaluate the scope of condition
sequences by measuring, for if each recommendation is
linked up with the appropriate condition sequence.

6.2 Manual annotation and inter-annotator
agreement

Evaluation is made according to Practice Guidelines that
have been manually annotated by two annotators: one is a
domain expert (a doctor) and the other one by a non expert
(a linguist). The task consists in (manually) deriving a tree
structure from the original text document: each node is a
condition and each leaf a recommendation. All the daugh-
ters of a node are under the scope of this node. Inter-
annotator agreement is high (157 nodes out of 162 are
annotated similarly, which mean above .96 agreement)

These results are encouraging and differ from other ex-
periments on less stable data, for example, when people
try to compute the scope of temporal adverbials in narra-
tive texts (like in 1999). Temporal are known to open a
frame but most of the time no clear boundary can be given.
At the opposite, Practice Guidelines should lead to actions
by the doctor and the scope of conditions needs to be clear
inside the text. Inter-annotator agreement is here neverthe-
less especially high for this kind of task, especially when
we consider the fact that the annotation was made by com-
paring the result of an expert with the result of a non ex-
pert. We thus assume that the scope of conditions is
mainly expressed through linguistic cues which do not
require, most of the time, domain-specific or expert
knowledge. On the other hand, the very few cases where
annotation differs between the expert and the non expert
were clearly due to a lack of domain knowledge by the
non expert.

6.3 Evaluation of the automatic recognition
of basic sequences
The evaluation of basic segmentation gives the following

results for the condition and the recommendation se-
quences.

Conditions:
Without domain With domain
knowledge knowledge
P 1 1
R .83 .86
P&R 91 92
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Recommendations:
Without domain With domain
knowledge knowledge
P 1 1
R .94 .95
P&R .97 97

Results are high for both categories, conditions as well as
recommendations. The use of domain knowledge is lim-
ited and does not bring much benefit. However, this kind
of knowledge is used to tag some titles corresponding to
pathologies. These titles cannot be tagged without any
specific knowledge and their recognition plays a crucial
role since they can be assimilated to conditions. For ex-
ample, the title Hypertension artérielle (high arterial
blood pressure) is equivalent to a condition introduced by
in case of... It is thus important to recognized and tag it
accurately, since further recommendations are under the
scope of this conditions. The number of such titles differs
considerably from one Practice Guideline to another, and
performance may be highly affected by an improper treat-
ment of these cases.

Of course, not all errors have the same importance.
Several recommendations may depend from a single con-
dition, so that if the system failing to properly recognize
the condition has a larger impact than if only one recom-
mendation has been missed. We also observed that all the
conditions and recommendations do not have the same
importance (from a medical point of view) but it is very
hard to take this into account for the evaluation.

6.4 Evaluation of the automatic recognition
of the scope of conditions

The scope of conditions is computed with precision above
.7 (we compare all the computed links with the reference;
we thus obtain a score for precision but do not compute
recall). This first result is encouraging, especially if one
takes into account the large number of parameters that
interfere in discourse processing. On the other hand, most
of the successful cases correspond to simple configuration,
where the scope of a condition is recognized by the default
rule (default segmentation, see section 4.4).

The gain brought by more complex strategies involving
the recognition of cohesive or rupture markers is limited.
However, some interesting cases are solved due to the
detection of cohesion or boundary cue. The system how-
ever fails to recognize extended scopes (beyond the default
boundary) when the cohesion marks correspond to related
lexical items (synonyms, hyponyms or hypernyms) or
complex anaphora (nominal anaphora; hyponyms and hy-
pernyms can be considered as a special case of nominal
anaphora). Solving these (rare) complex cases would re-
quire “deep” domain knowledge and would be hard to
implement.

7 Conclusion

We have presented in this paper a software dealing with
the automatic segmentation of clinical Practice Guidelines.
Our aim was to automatically fill and XML model from
textual inputs. The software is able to process complex
discourse structures and to compute the scope of condi-
tional segments covering several propositions or sen-
tences. Reported performance show that inter-annotator
agreement is high for this task and that the system per-
forms well compared to other implementation. Moreover,
the system is only one trying to accurately solve the prob-
lem of the scope of conditions over several recommenda-
tions. We plan to apply our model to other languages and
other kinds of texts in the future.
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Abstract

We present a novel approach to ontology learning
which takes an iterative view of knowledge acqui-
sition for ontologies. Current systems view the
ontology learning process as single pipeline with
one or more specific inputs and a single static
output. Our approach is founded on three open-
ended resources: a set of texts, a set of learning
patterns and a set of ontological triples, and the
system seeks to maintain these in equilibrium.
As events occur which disturb this equilibrium,
actions are triggered to re-establish a balance be-
tween the resources. We present a gold standard
based evaluation of the final output of the sys-
tem, the results of which are significantly better
that those found in previous work.
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1 Introduction

Ontologies have become the most commonly accepted
form of knowledge representation in a wide range
of fields including the Semantic Web, e-Science, e-
Business, and Knowledge Management. The impor-
tance of reducing the manual effort involved in build-
ing them is undisputed. The core challenge in order
to reduce this ‘knowledge acquisition bottleneck’ lies
in learning ontologies from natural language texts, be-
cause, although there are other approaches (e.g. [§]
where ontologies are learnt from software APIs), they
have much more limited application.

An underlying assumption in many approaches to
Ontology Learning (OL) from text is that the text
corpus input to OL is, a priori, both representative
of the domain in question and sufficient to build the
ontology. This is, in our view, inadequate. For ex-
ample, [13] write, regarding their system: “the main
restriction [...] is that the quality of the corpus must
be very high, namely, the sentences must be accurate
and abundant enough to include most of the impor-
tant relationships to be extracted”. In our view, re-
quiring an exhaustive manual selection of the input
texts defeats the very purpose of automating the on-
tology building process. Closely related to this is what

we consider to be the other fundamental failure of cur-
rent approaches, which is to view the ontology learning
process as single pipeline with one or more specific in-
puts and a single static output.

In this paper, we present a mnovel approach to
ontology learning which takes an iterative view of
knowledge acquisition for ontologies. Our approach
is founded on three open-ended resources: a set of
texts, a set of learning patterns and a set of ontologi-
cal triples, and the system seeks to maintain these in
equilibrium. Each resource may have additional items
added to it: further documents can be added from an
external repository or the web, further extraction pat-
terns can be learnt, and further knowledge triples can
be extracted from the documents. As events occur
which disturb this equilibrium, actions are triggered
that aim to re-establish the balance between the re-
sources. The main advantage of our approach is its
more accurate model of the way knowledge is contin-
uously changing, uncertain and dependant on the ev-
idence currently available and the confidence we have
in that evidence.

This paper is organised as follows: In Section 2, we
present some of the requirements of concerning OL,
followed by a description of the system in Section 3.
In Section 4, we describe the evaluation and this is
followed by a discussion of the experiments. Related
Work is presented in Section 6, followed by a Conclu-
sion.

2 Requirements Analysis

A successful ontology learning method must take into
account certain observations about knowledge and lan-
guage: 1. Knowledge is not monolithic, monotonic or
universally agreed. It is uncertain, revisable, contra-
dictory and differs from person to person. 2. Knowl-
edge changes continuously over time and so will be
revised and re-interpreted continuously. 3. Ontolo-
gies are inherently incomplete models of domains, but
need to be maximally “fit for purpose.”. 4. Texts as-
sume the reader has a certain amount of background
knowledge. The great majority of ontological knowl-
edge is in this background knowledge, and not in the
text. 5. While it is easy to establish that some re-
lationship exists between two terms, explicit defining
contexts are relatively rare in texts.

The set of resources an OL system manipulates -
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the text, the ontology, and the extraction patterns
- are intrinsically incomplete at any given stage.The
best possible input specification of the task for the OL
system to perform is given by a seed ontology, a seed
corpus and a seed pattern set. It also follows from
the above that it is not possible to completely specify
the task a priori - the ontology engineer should able
to intervene by pointing out correct/incorrect or rel-
evant/irrelevant ontological concepts and documents,
as the process runs, effectively delimiting the domain
incrementally through examples. Given the dynamic
nature of knowledge, our approach should allow for
the continuous development of knowledge over time,
as more resources are added. Therefore, another fun-
damental requirement of our approach is for the OL
process to be viewed as an incremental rather than
an one-off process - the output of one system run can
be used as input to another run in order to refine the
knowledge. Finally, the data sparsity problem neces-
sitates the use of multiple sources of information.

3 The Abraxas Approach

Our incremental, weakly-supervised approach views
OL as a process involving three resources: the cor-
pus of texts, the extraction patterns set (conceived as
a set of lexico-syntactic textual patterns), and the on-
tology (conceived as a set of RDF triples). The goal is
to extend existing resources in terms of one another,
always seeking a consistent overall state which we will
name equilibrium. Our method allows equally creating
an ontology given an input corpus, extending a corpus
given an input ontology or deriving a set of extraction
patterns given an input ontology and an input corpus.
The overall system can be seen in Figure 1.

The initial input to the processserves both as a
specification of the task and as seed data for a boot-
strapping cycle where, at each iteration, a decision is
made on which new candidate concept, relation, pat-
tern or document to add to the domain. Such a deci-
sion is modelled via three unsupervised classification
tasks that capture the interdependence between the
resources: one classifies the suitability of a pattern to
extract ontological concepts and relations in the doc-
uments; another classifies the suitability of ontological
concepts and relations to generate patterns from the
documents; and another classifies the suitability of a
document to give support to patterns and ontologi-
cal concepts. The notion of “suitability” is formalised
by assigning the relationship of any resource to the
domain a confidence value, which we will denominate
“resource confidence” (RC).

3.1 The Resource Confidence Measure

The Resource Confidence measure (RC) measures the
confidence that the system has in a given resource
i.e. item of knowledge, extraction pattern or docu-
ment. The RC value for a knowledge triple reflects
how confident the system is that it is a correct piece of
knowledge, for an extraction pattern that the pattern
will extract accurate pieces of knowledge, and for doc-
uments that the document provides valid knowledge
triples. System added resources, whether documents,
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Fig. 1: Overview of the system

knowledge triples or extraction patterns are assumed
to have varying degrees of confidence which is a func-
tion of the success or suitability of a given resource in
deriving the corresponding other resource. Thus for
each resource set, confidence for any resource item is
defined in terms of the other resource sets. This means
that for any given resource, there is a corresponding
set of resource pairs with which it interacts.

The formulae for calculating the RC of any given
resource are designed so that a) a single measure com-
bines the effect of the other types of resources; b) the
greater the sum of the confidence/RC values of the
other resource pairs a given resource is associated with,
the greater is the RC of that resource; ¢) the measure
should take into account resource pairs not covered.

For example, for a given knowledge triple ¢;, we aim
to combine in one single measure the effect of both ex-
traction patterns which extract the triple, and the doc-
uments that the triple is extracted from. An extrac-
tion pattern-document pair is defined as the instance
of an extraction pattern applied to a given document.
The measure favours knowledge triples that are the
outcome of many extraction pattern-document pairs
(instances) and favours triples that cover extraction
pattern-document pairs with a high confidence.

Let O be the set of co-occurences of resource pairs -
in this case as we are calculating the RC of a triple, the
relevant resource pairs are document-extraction pat-
tern pairs. We can conveniently represent this as a
triple e.g. 01 = {da2,p1,t2} which means that occur-
rence o; refers to document dy which has a match with
EP p; to extract knowledge triple t5. In the following
formulas, d,. and d,, are restricted to the specific doc-
ument in question, while d,, and d,, sum over all doc-
uments. Let d, and d,, be the number of correct and
incorrect documents in the set of document-extraction
pattern pairs which output the triple ¢;, and d, and
d,, be the number of positive and negative documents
in the set of document-extraction pattern pairs which
output all triples.
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d. = > RC(d,) (1)

0€0,

dw = Z (1 - Rc(do)) (2)

0€0,

d, = > RC(d,) (3)

o0€O

dy =Y 1-RC(d,) (4)

0€O

Similar functions can be defined analogously for p,,
Dw, Pp and p,. For further details and examples cf.
[1].

r and w are defined in terms of the quantities defined
in formulae 1 to 4 and the analogous formulae for p,.,
Pw, Pp and p,. r is defined as shown in Eq. (5), where
d, - d, are defined as above. The quantity r trivially
combines the contribution of both extraction patterns
and documents by summing d, and p,. A refinement
of the quantity, for ranking purposes, is obtained by
adding the quotients, which favour triples that cover
a greater number of positives, but less and less so as
the number of negatives not covered increases.

= e et ©
e e )

w= dw+((dp—dr)(cfi(djr—)dw))+l+ (6)
O S A )

The quantity w is the symmetric of the formula for r
as shown in Eq. (6). Then the Resource Confidence
(RC) for a given Knowledge Triple (for example t;) is
defined as shown in Eq. (7) which is merely the classic
precision measure adapted for our purposes.

RC(t;)) = (T:iw) (7)

User-provided RC scores work as seeds and/or feed-
back to the system thereby optionally guiding the sys-
tem as it runs. Extraction patterns are currently rep-
resented as described in [4]. The incompleteness of
the corpus is tackled by iterative augmentation using
the web or any other institutional repository as a cor-
pus. Corpus augmentation in our approach consists of
a set of methods that aim to incrementally add new
documents to the corpus, such that documents with
higher relevance to the domain are added first. Stop-
ping criteria are established by setting a threshold on
the lowest acceptable RC for each resource type, or by
setting a threshold on the maximum number of iter-
ations, without any new candidate resources for each
resource type being obtained.

Corpus C = {d} a set of documents

Extraction Pattern Set P = {p} a set of extraction
patterns

Ontology 0 = {t} a set of knowledge triples

i. State (seed) data (C, P, 0)

2. Candidates queues set to empty (C’, P’, 0°)

3a. Apply P and term recognition (using a Noun Phrase
chunker) to discover triples in C;

3b. Apply pattern induction to discover p in C;

3c. Download more texts by applying O with Ps;

4. Score discovered resources with RC;

5. Place each discovered resource into corresponding
candidate queue (CC, CEP, CT);

6. Pop the resource with the highest RC from the
candidate queues and add it to state (C, EP, T);

7. Apply rationalisation;

8. Re-score resources in C’,P’,0’ and C, P, O;

9a. If a triple t has been added, instantiate P with t to
query the web and download more texts using the triple t;
9b. If an extraction pattern p has been added, apply p
over state C to discover new triples;

9c. If a document d has been added, apply P and term
recognition over the text to discover triples;

10. Go to Step 2;

}

Table 1: The Bootstrapping Algorithm
3.2 Bootstrapping Algorithm

The bootstrapping algorithm is shown in Table 1.
Bootstrapping starts with the user providing some
seed data (1,2). Initial processing includes apply-
ing the extraction patterns to the seed corpus to ex-
tract any available knowledge triples (3a), and learn-
ing new extraction patterns (3b). If the seed corpus is
small, additional texts are obtained from the WWW
by querying a search engine using the seed ontology
and extraction patterns and added to the seed corpus
(3¢c). A small corpus defines the domain weakly, in
which case the RC scores would not correctly reflect
the relevance of a resource to the domain.

The knowledge resources extracted by the initial
processing are scored by applying the RC formula (4),
and placed in the three resource queues (5). The
queues contain candidate resources, sorted based on
their RC in descending order, to be processed in fol-
lowing iterations.

The Scheduler component (see Figure 1) determines
the following steps (6), in which the bootstrapping pro-
cess polls the queues, and adds one resource to the
system state at a time. Different schedulers imple-
ment different measures to determine which type of
resources to be polled. In the experiment reported in
this paper, the scheduler compares the RCs of the top-
most resource in each queue, and adds the one with
the highest RC to the state. Other measures which,
for example, reflect how users intervene with the sys-
tem and whether the user wants to supervise ontology
learning, or corpus building, or pattern induction are
also implemented, but not used in our current experi-
ment.

Once a resource is added to the state, the boot-
strapping applies rationalisation (7) and re-scores the
state and candidate resources (8). Rationalisation re-
arranges the ontology so as to remove redundancy and
make the ontology more coherent.

Following the addition of the resource, a new learn-
ing iteration is triggered (9). The system then contin-
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ues cycling through the stages described above, (see
Table 1) and iterates until stopping criteria are met.

4 Evaluation

Ontology evaluation is challenging topic in itself be-
cause knowledge cannot easily be enumerated, cata-
logued or defined a priori so as to allow for some sort
of comparison to be made with the output of ontology
tools. Various proposals have been made in the liter-
ature and an evaluation by Gold Standard (GS) was
chosen in our case. For that purpose, we created a
domain-specific hand-crafted ontology reflecting com-
mon sense knowledge about animals, containing 186
concepts up to 3 relations deep!. In order to com-
pare the GS ontology with the computer generated
one, we chose to follow the methodology proposed by
Dellschaft and Staab [3]. The following metrics are
thus used: Lexical Precision (LP) and Recall (LR)
measure the coverage of terms in the GS by the output
ontology; Taxonomic Precision (TP) and Recall (TR)
aims to identify a set of characteristic features for each
term in the output ontology and compare them with
those of the corresponding term in the GS; Taxonomic
F-measure (TF) is the harmonic mean of TP and TR,
while Overall F-measure (TF’) is the harmonic mean
of TP, TR, LP and LR.

As a seed corpus we used a set of 40 texts from
Wikipedia all entries concerning animals which were
included in the GS ontology. All were entries for com-
monly known animals such as hedgehog, lion, kanga-
roo, ostrich, lizard, amounting to a little over 8000
words. Note there is a substantial gap between the
number of animals initially covered in the articles and
the number present in the GS ontology. The articles
were pre-processed to remove the markup present in
the originals.

A series of experiments were conducted, each time
varying the seed knowledge input to the Abrazas sys-
tem (in this paper we only present the one experiment,
where Corpus = 40 Wikipedia texts, and Ontology =
{dog ISA animal} - fuller details may be found in [1]).
In all cases we used as a stopping criterion the Explicit
Knowledge Gap (EKG) measure described in [6, 1].
This is a measure of the extent to which the ontology
and the corpus are in equilibrium in the sense of the
corpus providing explicit evidence for the items in the
ontology. EKG is defined in Eq. 8 where F is the set
of pairs of terms whose ontological relationship is ex-
plicit, II is the set of pairs of terms in the corpus that
are known to have some kind of ontological relation-
ship on distributional grounds. The systems seeks to
minimise EKG but in practice we use an empirically
chosen threshold.

EKG = |ENTI| (8)

We used the same set of 6 extraction patterns, shown
in Table 2, which previous research had shown to have
good precision [1]. Pattern learning was disabled in
order to separate concerns - we intended to isolate
the ontology learning process from the influence of
pattern learning in these experiments, making results

I Publicly available from http://nlp.shef.ac.uk/abraxas/

NP(pl) such as NP*
NP(sg) or other NP(pl)
NP(pl) and other NP(pl)

NP(sg) is a kind of NP(sg)
NP(sg) is a type of NP(sg)
NP(pl) or other NP (pl)

Table 2: Fzxtraction patterns used: NP = noun
phrase, sg = singular, pl = plural.

LP | 040 || LR | 0.48

TP | 0.95 || TR | 0.70

TF | 0.81 || TF’ | 0.60

Table 3: Results obtained for experiment 1.

more comparable with those of the literature. For the
same reasons, the system was tested in a completely
unsupervised manner.

Comparison with Gold Standard Our initial ex-
periment was with Case 1, running over approximately
500 iterations. The final results are shown in Table 3.
Both the TF and TF’ obtained are significantly better
than equivalent results in the literature, which often
achieve maximum scores around [0.3] for both preci-
sion and recall [2].

Learning Curves Figure 2 shows how the results
vary over the number of iterations. We can see here
that LR steadily increases reflecting the growing size of
the ontology and correspondingly its overlap with the
GS. In contrast, LP is in constant flux but with a ten-
dency to decrease. TP varies between set limits of [1.0
- 0.84] indicating that concepts are generally inserted
correctly into the hierarchy. TR is also a measure in
considerable flux and manual analysis of the different
output ontologies show that sudden insertion of parent
nodes (e.g. mammal at iteration 9) make a substantial
difference which gradually stabilises over further itera-
tions. Over long numbers of iterations, this flux in TR
seems to become less likely. We also observe a steady
increase TF’ in parallel with the increase in LR indi-
cating that the system is doing better as it increases
its coverage of the lexical layer of the GS ontology.

5 Discussion

The low LP and LR do not accurately reflect the real
quality of the generated ontology. LP has a tendency
to decrease because the system is using the Web as
a corpus, so it will inevitably include items absent
from the GS. On the other hand, manual inspection

11 29 4 0 W 119 136 139 1F0 1w 210 e
Fearibar of Wighus o Gic

Fig. 2: Evaluation measures (LP, LR, TP, etc.) plot-
ted against the sequentially produced ontologies from
the iterative process.
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of the ontology showed that in 230 triples, there were
225 concepts of which only 14 could be clearly seen to
belong to another domain (flour, book, farmer, plant
etc.), and another 10 were borderline (predatory bird,
domestic dog, wild rabbit, large mammal, small mam-
mal, wild fowl, etc.). So a manual evaluation would
suggest 201 correct terms or [0.89] precision. The
gradually falling LP presents a challenge for ontology
learning and may either need a different approach to
evaluating this element or a need for techniques which
focus the ontology more effectively.

The flux shown in the graph presented in Figure 2 in
the early stages shows that in principle as more data
is added to the system the output becomes more sta-
ble and consistent. The general tendency is for the
measures to move upwards indicating a gradual but
steady improvement over the progression of the itera-
tions. These results are as was hoped and reflect the
capacity of the system to adapt as the data added to
the system changes the confidence values for individ-
ual items of knowledge. The high F measures for the
system show that our approach has fundamental va-
lidity.

Given the high quality of the output of this ap-
proach the question arises whether this is really what
is needed. Is this type of ontology too focussed and
does it just succeed algorithmically to re-create the
well-known tennis problem [11]? This can only be
answered by further experimentation and evaluation,
varying the parameters of the approach.

6 Related Work

For an over view of research in OL, please consult
[9]. More extensive descriptions of related work can
be found in [6, 1].

The original inspiration for using lexico-syntactic
patterns is [5] and developed by many other authors
since. A number of authors have worked on ways to
build ontologies accessing resources beyond the origi-
nal corpus, e.g. [2] experiment with using data from
WordNet, the Web (in general) and the counts pro-
vided by Google; [10] introduced an approach for auto-
matically acquiring hypernyms and hyponyms for any
given term using search engines. The bootstrapping
learning approach inspiration from [14], [12] and [4].
Combining the use of the Web as a corpus and the
bootstrapping approach, Etzioni et al. have created
the KnowlItAll system to collect factual information for
a given domain, and provided one module that learns
taxonomic relations [7].

7 Conclusion

In this paper, we have presented an iterative dynamic
and adaptive system for ontology learning. The sys-
tem is designed to achieve a balance between three
open ended resources, a corpus, an ontology and a
set of extraction patterns. We have described the key
principles that lead to the system design and the key
aspects of the system architecture and shown in our
evaluation that the system is able to generate domain
specific ontologies of good quality (TF’ = [0.5 - 0.6]).

There are a number of objectives in our future work.
First we plan to perform experiments to identify where
the methodology fails especially concerning abstract
concepts which are absent from the text collection.
Secondly, we plan to fully evaluate the influence of
pattern learning in the overall ontology learning pro-
cess with a series of new experiments. Finally, we plan
to investigate the application of our approach in im-
portant domains such as biomedical texts.
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Abstract

Multi-word units (MwUs) such as named enti-
ties (NEs) and other fixed and semi-fixed expres-
sions are important in information retrieval, ex-
traction and question answering. It is also of-
ten assumed that MWUs are useful in parsing as
their identification can reduce the overall com-
plexity of the task. Despite this, we are not
aware of any previous work on the use of MWUs
in treebank-based probabilistic parsing, nor in
the converse operation—probabilistic generation
(or surface realisation). We present the results
of several experiments using MWUs as a means
to impose constraints on both probabilistic pars-
ing and generation with automatically-acquired
(treebank-based) grammars. In the case of gen-
eration from treebank-acquired Lexical Func-
tional Grammar (LFG) f-structure approxima-
tions we show that modest improvements in ac-
curacy can be made. Our experiments integrat-
ing the same MWUs in treebank-based probabilis-
tic parsing yield smaller, but still statistically sig-
nificant gains. We analyse the results and offer
a number of explanations as to why the gains
achieved are smaller than might be naively ex-
pected.

Keywords

multi-word units, named entities, parsing, generation, surface
realisation

1 Introduction and motivation

There exists a large and growing body of research on
the identification and applications of multi-word units
(MwUs) of various types. For example, the identifica-
tion of named entities (NEs) has been the focus of a
number of shared tasks and workshops [15, 16].

In this paper we explore the possibilities of making
use of MWUs in both probabilistic parsing and gener-
ation (surface realisation from LFG f-structures). In-
tuitively, the use of MWUs in parsing and generation
should reduce the complexity of the tasks as, given a
particular string, identifying MwUs reduces the overall
number of effective terminal tokens. In particular we
expect that the identification of MWUs may be use-
ful in resolving attachment ambiguities in parsing and
imposing word-order constraints in generation, respec-
tively.

We take Bikel's [1] implementation of Collins’s
model 2 [6] as the baseline for our parsing experiments.
A history-based generator based on the PCFG-based
generator of Cahill and van Genabith [3] is used as our
baseline for surface realisation from treebank-acquired
LFG f-structure approximations [2].

To date, there exists a surprisingly small amount
of literature on the integration of MWUs in statistical
parsing and generation. Nivre and Nilsson document
the use of MWUs in deterministic dependency parsing
of Swedish, showing modest but significant gains [13].
Kaplan and King describe the use of Mwus (specif-
ically proper-noun named entities) in the context of
LFG parsing using a large hand-crafted LFG gram-
mar, again with clear gains [10]. We are not aware
of any comprehensive evaluation of the use of MWUs
as constraints in probabilistic parsing and surface re-
alisation based on automatically-acquired (treebank-
based) grammars.

The remainder of the paper is structured as follows:
in Section 2 we describe the parsing technology used in
our experiments. Section 3 describes the history-based
generator used in our experiments. In Section 4 we de-
scribe the specific parsing and generation experiments
carried out. Section 5 summarises our experimental
results. Finally, Section 6 gives a more in depth dis-
cussion of our results and provides explanations as to
why the gains established are not more pronounced.

2 'Treebank-based probabilistic
parsing

We carry out our parsing experiments using Bikel’s [1]
implementation of Collins’s history-based lexicalised
generative parsing model [6].

The past decade has seen considerable advances in
probabilistic parsing models trained on corpora such
as the Penn Wall Street Journal (wsJ) treebank [12].
Although the current state-of-the-art labeled bracket
recall and precision is in the region of 90% [4, 6] there
still exist many hurdles in the way of any further gains
in parsing performance. Among such hurdles are the
well-documented problems of pp-attachment and co-
ordination.

There have also been limited investigations into in-
corporating chunking in treebank-based probabilistic
parsing. For example, Glaysher and Moldovan [7]
make use of a SvM-based chunker to constrain and
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hence speed up the Collins parser.

We investigate the use of automatically identified
multi-word units (specifically multi-word named en-
tities and prepositional multi-word expressions) as a
means to constrain the parser in a similar fashion with
the aim of reducing complexity and hence improving
parse quality.

3 Surface realisation from f-
structures

We carry out the surface realisation experiments us-
ing an extension of the generation model of Cahill
and van Genabith [3] using the treebank- and PCFG-
based LFG approximations of Cahill et al. [2]. For
generators which do not rely on hand-crafted gram-
mars and are thus easily ported to new languages,
this generator achieves state-of-the-art accuracy and
coverage. The generation process takes as input an
LFG f-structure [9] and outputs a sentence for that f-
structure. LFG is a constraint-based theory of gram-
mar, which analises strings in terms of c(onstituency)-
structure and f(unctional)-structure. C-structure is
defined in terms of CFGs, and f-structures are recur-
sive attribute-value matrices which represent abstract
syntactic functions. See Figure 1 for an example of
an LFG c-structure tree (on the left) linked to an LFG
f-structure (on the right).

C-structures and f-structures are related in a pro-
jection architecture in terms of a piecewise corre-
spondence ¢.! The correspondence is indicated in
terms of the curvy arrows pointing from c-structure
nodes to f-structure components in Figure 1. Given
a c-structure node n;, the corresponding f-structure
component f; is &(n;). F-structures and the c-
structure/f-structure correspondence are described in
terms of functional annotations on c-structure nodes
(CFG grammar rules). An equation of the form
(TF) = | states that the f-structure associated with
the mother of the current c-structure node (7) has an
attribute (grammatical function) (F'), whose value is
the f-structure of the current node (|). The up-arrows
and down-arrows are shorthand for ¢(M(n;)) = ¢(n;)
where n; is the c-structure node annotated with the
equation.?

The generation model of [3] maximises the prob-
ability of a tree given an f-structure (Eqn. 1), and
the string generated is the yield of the highest prob-
ability tree. The generation process is guided by lo-
cal information in the input f-structure: f-structure
annotated CFG rules (LHS — RHS) are conditioned
on their LHSs and on the set of features/attributes
Feats = {a;|3 vj¢p(Lus)a; = v;}* ¢-linked to the LHS
(Eqn. 2). Table 1 shows a generation grammar rule
and conditioning features extracted from the example
in Figure 1. The probability of a tree is decomposed
into the product of the probabilities of the f-structure
annotated rules (conditioned on the LHS and local

L Our formalisation follows [8].

2 M is the mother function on CFG tree nodes.

3 In words, Feats is the set of top level features/attributes
(those attributes a; for which there is a value v;) of the f-
structure ¢ linked to the LHS.

Feats) contributing to the tree. Conditional proba-
bilities are estimated using maximum likelihood esti-
mation.

grammar rule | local conditioning features

S(T=1)— NP(TsuBJy) VP(T=]) | S(T=l), {sUBJ,OBJ,PRED,TENSE}

Table 1: Example grammar rule (from Figure 1)
Treepest 1= argmax . P( Tree| F-Str) (1)

P(Tree|F-Str) := H P(X — Y|X, Feats) (2)
X =Y in Tree
Feats = {a;|3vj(¢(X))a; = v;}

In the extension of the generator of [3] that is used for
the experiments in this paper, all generation grammar
rules are also conditioned on the mother f-structure
feature label (GF). For example, from Figure 1, the
conditioning context for the rule PRP(T=]) — her is
increased so that it includes the mother f-structure
feature label 0BJ. The probabilistic generation model
is defined as:

P(Tree|F-Str) := H P(X — Y|X, Feats,GF) 3)
X =Y in Tree
Feats = {a;|3vj(¢(X))a; =v;}
(6(M(X)))GF = ¢(X)

A chart generation algorithm based on that of Kay [11]
generates phrase structure trees for the input f-
structure.

4 Experimental setup

We now discuss our experiments incorporating multi-
word units in the parsing and generation processes.
We carry out experiments with MWUs from three dif-
ferent sources. First, we use the output from Chieu
and Ng’s maximum entropy-based named entity recog-
nition (NER) system [5]. This system identifies four
types of NE: person, organisation, location, and mis-
cellaneous. Secondly, we use a dictionary of candi-
date multi-word prepositional expressions.* Finally,
we carry out experiments with multi-word units ex-
tracted from the BBN Pronoun Coreference and Entity
Type Corpus [17]. This supplements the Penn wsJ
treebank with additional annotations of 29 named en-
tity types, including nominal-type NEs such as person,
organisation, location, etc. as well as numeric types
such as date, time, quantity and money. Since the
BBN corpus data is very comprehensive and is hand-
annotated we take this to be a gold standard, rep-
resenting an upper bound for any gains that might
be made by identifying multi-word NEs in our experi-
ments.?. Table 2 gives examples of the various types
of MWUs identified by the three sources.

4 Based on a list from mwe.stanford.edu

5 It is possible that other types of MWUs might be more suited
to the task than the NEs identified by the BBN corpus, so
further gains might in fact be possible.
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NP

(1 suBy)= | ‘CONTACT((TsUBJ)(TOBJ))’
| PRED  ‘Susan’
NNP SUBJ f2:| NUM  sa
=1 =1 (T oBy)=1 - PERS 3
| I | fr: PRED  ‘pro’
Susan contacted PRP OBJ f2:| NUM SG
(1 PRED) = ‘Susan’ (1 PRED) = ‘contact’ T=l— | PERS 3
(T NUM) = sa (1 TENSE) = past L TENSE  PAST

(T PERs) = 3

her
(T PRED) = ‘pro

(T NUM)

= sa
(1 PERS) = 3

Fig. 1: C- and f-structures with ¢ links for the sentence Susan contacted her.

MWU type Examples
Names Martha Matthews
Yoshio Hatakeyama
Organisations Rolls-Royce Motor Cars Inc.
Washington State University
Locations New York City

New Zealand

October 19th
two years ago
the 21st century

Time expressions

Quantities $2.7 million to $38 million
about 25 %
60 mph

Prepositional expressions | in fact

at the time
on average

Table 2: FEzxzamples of some of the various types of
MWU from our three sources

For our purposes we are not concerned with the
distinctions between the different types of MWUs; we
merely exploit the fact that they may be treated as
atomic units in the parsing and generation models.
In all cases we disregard MWUs that cross the original
syntactic bracketing of the wsJ treebank. An overview
of the frequencies and lengths of the various types of
MWUs used in our experiments is presented in Table 3.

| average number | average length

Chieu and Ng NER | 0.61 2.40
MWE list 0.10 2.48
BBN corpus | 1.15 | 2.66

Table 3: Average number of MWUs per sentence and
average MWU length in the WSJ treebank grouped by
MWU source

In our parsing experiments which incorporate MWUs
the wsJ treebank training and test data are mod-
ified (in fact, retokenised) such that the word to-
kens comprising MWUs are concatenated into sin-
gle words (for example, Bank of America becomes
Bank_of-America). The concatenated token assumes
the part-of-speech tag of its head word constituent.5
Figure 2 shows a tree fragment from the treebank (on
the left) and the tree fragment after retokenisation (on

6 We used the head-finding rules given in Collin’s thesis [6] to
determine constituent heads.

100

NP
/\

NNP PP NP
N \

Bank IN NP NNP
\ \ \

of NNP Bank_of_America
America

Fig. 2: Two different trees for the phrase Bank of
America, with the treebank tree on the left and the tree
after retokenisation on the right

PRED ‘New’
ADJUNCT |:NUM SG :|
APP PERS 3 PRED ‘New_York’
PRED ‘York’ APP |NUM  SG
NUM SG PERS 3
PERS 3

Fig. 3: Two different f-structures for the phrase New
York; with the treebank-acquired f-structure on the left
and the f-structure after retokenisation on the right

the right).

For generation we carry out two types of experi-
ment. In the first, type a, the training and test sets
are retokenised such that multi-word units are concate-
nated into single words. In the second, type b, only the
test data is retokenised with no retokenisation of the
training data. Figure 3 shows an f-structure fragment
acquired from the treebank (on the left) and the tree
fragment after retokenisation (on the right). Strings
output by the generator are post-processed so that the
concatenated words are converted back into sequences
of word tokens.

5 Evaluation

All experiments were carried out on the wsJ treebank
with sections 02-21 for training (39,832 sentences), sec-
tion 24 for development (1,346 sentences) and section
23 for final test results (2,416 sentences). As previ-
ously noted, Bikel’s [1] parser was used for our pars-
ing experiments while the LFG annotation algorithm
of Cahill et al. [2] was used to produce the f-structure
inputs for development and test sets the Cahill and
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| Recall | Precision | F-score

Baseline

88.53

Best automatic MWUS
Best BBN MWUs

88.68
88.74

88.63 88.58
88.76 88.72
88.87 88.81

Table 4: Parsing results for test set (section 23), all sentence lengths

| BLEU | StringEd | Coverage

Baseline 67.24 | 69.89 99.88
Best automatic Mmwus | 67.81 | 70.36 99.92
Best BBN MWUs 68.82 | 70.92 99.96

Table 5: Generation results for test set (section 23), all sentence lengths

van Genabith generator [3].

5.1 Parsing results

Table 4 shows our best parsing results for section 23.
For each result we present labeled bracket recall, preci-
sion and f-score measures against the retokenised gold
file. Improvements are statistically significant at level
0.01 over the baseline according to a stratified shuffling
test with 10,000 iterations.”

In Table 4, Baseline refers to the unaltered Bikel
parser, with no MwU-retokenisation of the WsJ corpus
data. Best automatic MWUs refers to our best re-
sults using automatically acquired MwUs. These were
achieved using the NEs identified by Chieu and Ng’s
NER system combined with the list of candidate prepo-
sitional multi-word expressions. Best BBN MWUs
refers to our best results using the BBN corpus named
entities, achieved using proper-noun NEs (those de-
noted ENAMEX).

5.2 Generation results

Table 5 shows our final generation results for sec-
tion 23. For each test we present the BLEU score [14]
as well as simple string accuracy and coverage. We
use a bootstrap resampling method, popular for ma-
chine translation evaluation, with a resampling rate
of 1,000 to measure the significance of improvements
in BLEU scores.® We also calculate the significance
of increases in simple string accuracy by carrying out
a paired t-test on the mean difference of the simple
string accuracy scores. For both tests improvements
are significant at level 0.001 over the baseline.

In Table 5, Baseline refers to the history-based gen-
erator, as described in Section 3, not incorporating any
type of MWU. Best automatic MW Us displays our best
results using automatically-identified MWwUs. These
were achieved using experiment type b, described in
Section 4, with the MwUs produced by Chieu and Ng’s
NE recogniser [5]. The final row in Table 5 shows the
results using the BBN corpus-derived multi-word units
incorporated in a type a experiment.

7 Script from www.cis.upenn.edu/~dbikel/software.html
8 Scripts from tinyurl.com/2b66vs

6 Discussion

We now discuss the MWU experiments in more detail.
Table 6 provides a breakdown of the parsing experi-
ments on the development set (WsJ section 24) while
Table 7 details the generation experiments on the same
set. First, MwWUs came from the named entity recog-
niser of [5], then we added the MwUs from the list of
candidate prepositional multi-word expressions and fi-
nally we ran tests with MWUs extracted from the BBN
corpus.

6.1 Parsing

In our initial experiments we observed, surprisingly,
that parsing with the BBN NEs gives performance
nearly identical to parsing with the Chieu and Ng NEs.
To determine why this might be the case we ran addi-
tional experiments where we spilt the BBN NEs into
three broad categories: name expressions (denoted
ENAMEX ), number expressions (NUMEX) and time ex-
pressions (TIMEX). We observe that ENAMEX cate-
gory clearly preforms best—NUMEX and TIMEX actu-
ally have a detrimental effect on parsing performance.
Based on inspection of the data we believe that this is
because the word groupings of the name expressions
are more consistent with the syntactic bracketings of
the wsJ treebank than those of the other categories.

Although using the BBN name expressions alone
does yield better results than incorporating all types,
the gains remain small. We identified several potential
factors brought about by the retokenisation of the wsJy
corpus data that might militate against higher results:
the reduction in the number of syntactic bracketings;
alterations to lexical distributions in the data; and the
frequency of the MWUs.

In all of our parsing experiments the MWwWU-
retokenisation of the corpus leads to an overall reduc-
tion in the number of possible syntactic bracketings
(due to the reduction of the amount of effective word
tokens). Fewer syntactic bracketings per parse tree
means that a single mistake will be penalised more
heavily by the bracketing recall and precision metrics.
Table 8 shows the number of syntactic bracketings in
the development set (WSJ section 24) per MWU source.
The reduction in the number of brackets is actually
quite modest, and it is therefore unlikely to be a ma-
jor contributing factor to the small size of the improve-
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| Recall Precision F-Score
Baseline 87.58 88.18 87.88
Chieu and Ng NEs | 87.65 88.18 87.91
+ MWE list 87.68 88.23 87.95
All BBN NEs 87.52 88.35 87.93
BBN ENAMEX NES 87.73 88.28 88.01
BBN NUMEX NES 87.44 88.25 87.84
BBN TIMEX NES 87.44 88.07 87.76

Table 6: Parsing results for development set (section 24), all sentence lengths

| BLEU  StringEd  Coverage
Baseline 65.85 69.93 99.93
Type a Chieu and Ng NEs | 65.81 70.34 99.93
+MWE list 64.81 69.67 99.93
BBN NES 67.24 71.46 99.93
Type b Chieu and Ng NEs | 66.37 70.26 99.93
+MWE list 66.28 70.21 99.93
BBN NES 66.84 70.74 99.93

Table 7: Generation results for development set (section 24), all sentence lengths

| # brackets
Baseline 25,662
Chieu and Ng NEs | 25,633
BBN ENAMEX NEs | 25,589

Table 8: Number of brackets per gold file (section 24)

ments.

The MmwuU-retokenisation also leads to alterations to
the lexical distribution of the corpus. When the con-
stituent tokens of the MWUs are concatenated the num-
ber of rare lexical events (those observed, say, < 2
times in the training data) increases quite substan-
tially (Table 9). This is likely to have a detrimental
effect on parse quality due to the lexicalised nature of
the parsing model used (in such a parser increasing
the number of infrequently occurring words increases
the sparsity of the training data).

| 1 occurrence | <2 occurrences

Baseline 20,622 27,049
Chieu and Ng NEs | 26,949 33,945
BBN ENAMEX NEs | 26,703 | 33,528

Table 9: Number of rare words (those observed <2
times in sections 02-21)

Finally, the MwuUs identified are in fact relatively
infrequent (Table 3) and as such any gains brought by
exploiting these units are likely to be quite small.

6.2 Generation

For generation, our first set of experiments (type a),
where both training data and development set data
were retokenised, produced the worst results for the
automatically identified MWUs. Accuracy actually de-
creased for these experiments. In an error analysis
of type a experiments with the Chieu and Ng MwUs,
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we inspected those sentences where accuracy had de-
creased from the baseline. We found that for over
half (51.5%) of these sentences, the input f-structures
contained no multi-word units at all. The problem
for these sentences therefore lay with the probabilistic
grammar extracted from the MwU-retokenised train-
ing data. When the source of MWU was the BBN cor-
pus, however, accuracy improved significantly over the
baseline and the result is the highest accuracy achieved
over all experiment types. We suspect that the low
accuracies for the automatically acquired MWUs in the
type a experiments are due to noisy MWUs which neg-
atively affect the grammar (Chieu and Ng’s system
achieved an f-score of 88.3% in the CoNLL 2003 NER
task [16]).

In order to avoid changing the grammar and thus
risking side-effects which cause some heretofore likely
constructions become less likely and vice versa, we
ran the next set of experiments (fype b) which leave
the original grammar intact and alter the input f-
structures only. These experiments were more suc-
cessful overall and we achieved an improvement over
the baseline for both BLEU and String Edit Distance
scores with all MWU types. As can be seen from Ta-
ble 7 the best score for automatically identified MWUs
are with the Chieu and Ng MwUs (accuracy decreases
marginally when we added the MwUs from the list of
prepositional MWE candidates).

7 Conclusion and future work

To the best of our knowledge, this paper presents
the first study of the influence of MWU-preprocessing
on state-of-the-art treebank-based probabilistic pars-
ing and generation. We have shown that statistically
significant gains can be made by exploiting MWUs as
constraints in probabilistic parsing and generation.
Overall the gains achieved were small, implying that
for the unit types used in our experiments MWU-
preprocessing has relatively limited utility. On the

RANLP’2007 - Borovets, Bulgaria



other hand, given the relatively small amount of mod-
ifications to the corpus incurred by marking up the
MWUS, it stands to reason that any gains should also
be small. There exists scope for investigations into
the influence of other classes of MWU on parsing and
generation.
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Abstract

Data-driven parsers tend to be trained on man-
ually annotated treebanks. In this paper we
describe two memory-based dependency parsers
trained on treebanks that are automatically
parsed by a knowledge-based parser for Dutch.
When compared to training on a manual tree-
bank of Dutch, the memory-based parsers ex-
hibit virtually the same performance at the
same amount of training material, and achieve
markedly higher parsing accuracies when trained
on more data. The first memory-based parser is
based on a single classifier and operates in linear
time, while the second parser employs constraint
satisfaction inference (CSI) over three classifiers
that each perform a parsing subtask. The non-
linear CSI-based parser outperforms the linear
parser. Based on this case study we discuss the
possibilities of re-engineering knowledge-based
parsers in memory.

Keywords

Dependency parsing, memory-based learning, constraint satis-
faction inference

1 Introduction

Within the last half century many computational nat-
ural language parsers have been designed and imple-
mented. Until a decade ago, most available parsers
were rule-based and manually built, drawing on explic-
itized linguistic knowledge. For instance, for Dutch a
prime example is the Alpino parser [7], implement-
ing a HPSG-based stochastic attribute-value gram-
mar. Probably the best parser for Dutch, Alpino is
a typical modern example of a rule-based approach
that has hybridized with a stochastic, data-driven ap-
proach. After a rule-based core generates possible
parses for a given sentence (possibly hundreds or thou-
sands), a stochastic component searches in this space
of possibilities for the most likely parse, given a back-
ground collection of example parses, a so-called tree-
bank. Using machine learning methods such as max-
imum entropy, this stochastic component can be ef-
ficiently trained and run [8, 7]. Alpino, available as
an open source software system!, comes with both the

parser and the manually annotated treebank on which
it was optimized.

The Alpino treebank took several person years to
annotate [11], and can now also be used to train any
machine-learning-based or stochastic parser on. Nev-
ertheless it has a limited size of about 262 thousand
words (currently). Due to the distributional properties
of words, sentence-level natural language processing
systems based on machine learning tend to improve
generalization performance when more data is avail-
able [1, 9]. Hence, it is relevant to investigate methods
beyond manual annotation by which more annotated
data can be harvested and employed.

One route that has not been explored earlier is to
take the already existing parser and apply it to a large
amount of digitally available unannotated Dutch text,
and use the automatically parsed data as (additional)
training examples. Of course these parses contain all
the errors that Alpino makes, and without human in-
spection it cannot be known where the errors are.
Training a supervised machine learning method on this
partly erroneous data will lead to a system that may
therefore never be better than the parser. At the same
time, the trained system may in fact become as accu-
rate as the parser itself in the long run; it may learn
to behave exactly as Alpino would.

In this paper we present an attempt at recompiling
the Alpino parser into two variants of a memory-based
dependency parser, one simple and one more complex,
which are not only trained on Alpino treebank data
converted to dependency structures, but also on large
amounts of unannotated texts parsed by Alpino. The
two variants are tested on various types of text, to
test their out-of-domain robustness. It is shown that
the two memory-based parsers can improve beyond be-
ing trained on the manually annotated treebank, when
texts parsed by Alpino are used as training data; hav-
ing the manual treebank as part of the learning mate-
rial does not even improve performance. Furthermore,
both parsers are fast; the faster of the two processes at
least 1,500 words per second, its processing time being
linear in function of the length of the input sequence.

The paper is structured as follows. In Section 2 we
formulate dependency parsing in a classification frame-
work. We briefly describe IGTREE, a fast approxima-
tion of k-nearest neighbor classification, which is used
as the classifier engine. In Section 3 we provide learn-
ing curves, error analyses, and measurements of mem-

L Alpino: http://www.let.rug.nl/ vannoord/alp/Alpino/ ory usage and speed of the two parsers. We discuss
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VMOD/SBG \VMOD VMOD
No it n't Monday
NM06
Black

Fig. 1: Dependency structure for the sentence “No it
wasn’t Black Monday”

our findings and compare them to the original Alpino
parser in Section 4.

2 Algorithms

2.1 Dependency parsing as classifica-
tion

The first parsing algorithm we present is a straightfor-
ward interpretation of dependency parsing as a classifi-
cation task. Pairs of words are classified as to whether
they are connected by a dependency, and if so by which
relation type. The classification instances are repre-
sented by a small set of basic features including word
forms and part-of-speech tags for the words themselves
and those immediately surrounding them. Canisius et
al. [3] propose a simple inference scheme for obtain-
ing the most-likely dependency tree from the classified
instances for a sentence.

Given a token for which the dependency relation is
to be predicted, a number of classification cases have
been processed, each of them indicating whether and
if so how the token modifies one of the other tokens in
the sentence. In case of classification errors, a token
may have been classified as modifying more than one
head. A valid dependency tree, however, does not con-
tain such tokens. To resolve this issue, the candidate
head tokens are ranked according to the classification
confidence of the base classifier that predicted them,
and the highest-ranked candidate is selected.

2.2 Constraint satisfaction inference
for dependency structures

Our second parsing algorithm casts dependency pars-
ing as a weighted constraint satisfaction problem.
Constraint satisfaction inference (CSI) [4] uses stan-
dard classifiers to predict weighted soft-constraints on
the structure of the parse tree. Constraints that are
predicted each cover a small part of the complete struc-
ture, and overlap between them ensures that global
output structure is taken into account, even though
the classifiers only make local predictions in isolation
of each other.

The constraints are predicted by a classifier, where
the weight for a constraint corresponds to the classi-
fier’s confidence estimate for the prediction. For the
current study, we trained three classifiers to predict
three different types of constraints.

1. Cgep, suggests a dependency arc for inclu-
sion in the parse tree. For the example tree
in Figure 1, among others the constraint
Claep(head=was, modifier=No, relation=VMOD)
should be predicted.

2. Cg;r, the relative position of the head of a word.
The tree in Figure 1 will give rise to constraints
such as Cy;,-(modifier=Black, direction=RIGHT).

3. Chod, suggests that a word is modified by
a certain type of relation. The constraints
generated for the word was in Figure 1
would be C),,q(head=was, relations=SBJ), and
Cmod(head=was, relations=VMOD).

With the above, a weighted constraint satisfaction
problem is formulated that describes a dependency
tree. Any off-the-shelf W-CSP solver could be used to
obtain the best dependency parse. However, as a more
time-efficient alternative we chose to use the CKY al-
gorithm for dependency parsing [6]. This choice re-
stricts the output space of the parser to projective
trees only.

Of the two parsing algorithms, the simple classifica-
tion approach can be expected to be faster than the
CSI-based parser, and can be expected to be leaner in
memory usage due to the fact that it only assumes one
classifier as compared to the three classifiers required
by the CSI parser. On the other hand, the extra ef-
fort spent by the CSI parser is expected to pay off in
superior parsing quality.

2.3 IGTree: A fast approximation of k-
NN classification

The classifier engine used in the above-mentioned
three classifiers, Cgep, Cair, and Croq, is IGTREE
[5], an algorithm for the top-down induction of deci-
sion trees. IGTREE compresses a database of labeled
examples (i.e. feature-value vectors with an assigned
output class) into a lossless decision-tree structure that
preserves the labeling information of all examples.

Classification in IGTREE occurs according to stan-
dard decision-tree classification; a new example (i.e.
an unlabeled feature vector) is matched deterministi-
cally, top-down, against paths in the tree, until an end
node is met, or no branch in the tree matches with
the value at the particular feature tested at that node;
the class label of that last visited node or end node
is the classifier’s prediction. As a normalized measure
of confidence for the predictions made by IGTREE,
needed in the inference step of the dependency parser,
we divide the tree-node counts assigned to the major-
ity class found at the last visited node, by the total
counts assigned to all classes at that node.

3 Performance analyses

3.1 Generalization performance and
coverage
As training material for the two memory-based depen-

dency parsers we used all manually annotated data
available in the Alpino Treebank [11], amounting to

RANLP’2007 - Borovets, Bulgaria 105



80

% correctly assigned and labeled dependencies

manual

single-classifier

automatic Manual plus automatic training data s

Automatic training data only =ss=s=ss

1000 10000

100000 1e+06

# training sentences

Fig. 2: Learning curves in terms of the percentage of correctly labeled dependencies, trained on manual plus
automatic data (solid line), or only on automatically parsed training data (dashed line), of both the simple

classification-based parser (“single-classifier”, bottom
lines).

18,791 sentences with 262,452 words. The treebank
format is to a limited degree constituent-based, but
contains all necessary information to convert each tree
to a dependency structure. We did this using the
CoNLL-X shared task [2] conversion software.

Subsequently, texts were collected that were auto-
matically parsed by the Alpino parser [7]: ten thou-
sand Dutch Wikipedia pages (about 179 thousand sen-
tences, 2.2 million words), newspaper articles from the
Algemeen Dagblad from the first half of 1994 (about
498 thousand sentences, 8.1 million words), and the
unannotated parts of the Eindhoven corpus (33 thou-
sand sentences, 551 thousand words), resulting in a
corpus of approximately 710 thousand sentences and
10.8 million words. Instead of the part-of-speech tags
furnished by Alpino, we re-tagged the corpus with
the rich Spoken Dutch Corpus tagset, using a fast
memory-based tagger [10].

Three variants of the two memory-based depen-
dency parsers are trained. The first variant of both
parsers is trained only on the manually annotated
data; the second is trained exclusively on the auto-
matically annotated data, while the third is trained
on a concatenation of both training sets. Figure 2
displays learning curves in terms of correctly assigned
and labeled dependencies, a commonly used evaluation
metric [2], of the three variants, for both parsers. The
x axes of the figure has a logarithmic scale and repre-
sents the number of training sentences. Two curves are
plotted per parser rather than three, as the learning
curve of the concatenated set continues at the point
where the manual training set stops (i.e. at 18,791
sentences, indicated by the vertical bar).

The test set consists of 2,530 sentences (47,471
words) taken from the manually parsed section of the
Eindhoven corpus (the cdbl part) that is held out from
the training data; this is professionally written news-
paper text with relatively long sentences, with many
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two lines) and of the CSI-based parser (“CSI”, upper two

subclauses and quotations.

For each parser, the two curves are remarkably simi-
lar; training a parser on automatically parsed training
data leads to virtually the same accuracies as training
on manually annotated data. Also, continuing train-
ing a parser on automatically parsed data does not
cause the learning curve to regress.

As can be clearly observed from the learning curves,
the csi-based parser performs consistently better than
the single-classifier parser, but with a diminishing gap
as more training examples are available. At the max-
imum amount of training data, approximately 729
thousand sentences, the difference is about 1.6%.

The best scores of the two parsers trained exclu-
sively on three variants of different kinds of train-
ing data, and tested on the aforementioned manually
parsed test set, are displayed in Table 1. The table
also includes accuracy scores on correctly assigned de-
pendency relations regardless of the label (“unlabeled
dependencies”), and on correctly assigned labels re-
gardless of which word the word relates with (“label
accuracy”). The parser trained exclusively on auto-
matically parsed data is also tested along the same
evaluation metrics on two different test sets that are
part of the manually annotated training set, namely a
set of 1,100 questions from the CLEF Dutch question-
answering competition?, and a small test suite of 18
sentences used in a comparison of Dutch parsers in
2001. The parser trained on automatically parsed data
performs at accuracy levels comparable to the scores
on the first test set. From this it can be tentatively
concluded that the parser indeed has a wide coverage.

3.2 Memory usage and speed

Table 2 summarizes the memory-usage measurements
of the single-classifier parser and the CSI-based parser

2 CLEF: http://www.clef-campaign.org/
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Newspaper text Questions | Test suite

Parser Evaluation Manual Automatic Both|Automatic | Automatic
Single-classifier | Labeled dependencies 67.3 74.1 74.5 78.7 77.0
Unlabeled dependencies| 70.6 76.9 77.2 82.4 78.8
Label accuracy 76.3 81.2 81.4 81.6 83.3
CSI-based Labeled dependencies 71.1 76.0 76.1 80.6 79.9
Unlabeled dependencies| 75.2 79.3 79.4 84.5 82.5
Label accuracy 77.2 81.2 81.2 82.7 83.6

Table 1: Best accuracies on test data of the single-classifier and CSI-based parser: the percentage of correctly
assigned dependencies, with and without labeling, and the accuracy on labels only, tested on newspaper texts, a
test set of questions, and a test suite of 18 hand-selected sentences.

| Training set Single-classifier CSI-based
Manually annotated 3.9 8.9
Automatically parsed 33.7 87.6
Both 34.4 89.5

Table 2: Amount of memory used (Mb) by the single-
classifier parser and the CSI-based parser with the two
training set sizes and their combination.

when trained on maximum amounts of training data3.
The footprint of the parser trained on manually an-
notated data is small (under 10 Mb), but this is
at the cost of a lower performance. Trained on
all available automatically-annotated and manually-
annotated training data, the single-classifier parsers
have a footprint of about 34 Mb, which can still be
regarded reasonable in current computers. Their CSI-
based counterparts have to claim memory for three
classifiers rather than one, hence they have a larger
memory need of about 89 Mb.

Typically, rule-based parsers become exponentially
slower when parsing longer sentences. Alpino uses
stochastic search to battle the problem, but the solu-
tion is only partial. To get an idea of the behavior of
the memory-based approach with longer sentences, the
speed and accuracy of both the single-classifier parser
and the CSI-based parser was measured on different
sentence lengths found in the first test set. Figure 3
shows both, measured on sentence lengths from 2 to
50. As the left graph of Figure 3 shows, shorter sen-
tences are parsed more successfully, which is also typ-
ical for Alpino; the CSI-based parser furthermore out-
performs the single-classifier consistently. The right
graph of Figure 3 shows a perhaps more unexpected
leveling of the speed of the single-classifier parser to
about 1,500 words per second; sentences shorter than
20 words are processed faster. Earlier we noted that
for each sentence, pairwise examples are generated
(n(n — 1), to be exact), but we also constrained this
(also with test sentences) to pairs of words within a
range of twenty words from each other, as 99% of all re-
lations in the training corpus occur within that range.
This fixed constraint bounds the number of examples
per sentence, making the relation between the sentence

3 The hardware used for testing is equipped with Dual Core
AMD Opteron 880 2,412 Mhz processors.
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length and the number of examples effectively linear.

The CSl-based parser is slower than the single-
classifier parser for two reasons: first, it is based on
three classifiers (Cgep, Cair, and Cpyoq), rather than
one. Second, the CSI-based parser performs a more
complex inference step, the CKY algorithm, to arrive
at a full dependency structure. Processing time of this
algorithm is cubic in the length of the input. Beyond
sentence length 10 the CKY procedure takes more time
than the three (linearly processing) classifiers. Effec-
tively, the speed appears to diminish at a linear rate,
from about 700 words per second for very short sen-
tences, via about 350 words per second at 20 words,
the average length of sentences in the test set, to about
170 words per second at sentence length 40. Note that
both parsers never fail to process a sentence.

4 Discussion

The experiments in this paper have shown that a
manually written knowledge-based parser can to some
extent be re-engineered as a memory-based parser,
which performs similarity-based reasoning on exam-
ples of fragments of parses generated by the original
parser. Recompilations in memory can be quite fast
when using IGTREE, a fast approximation of k-nearest
neighbor classification, as the classifier engine. We
developed a single-classifier parser operating in linear
time, which processes sentences at speeds of at least
1,500 words per second. The second, more complex
parser based on three classifiers and with a constraint-
satisfaction inference step built in is slower; it only pro-
cesses a few hundred words per second. The longer the
sentence, the slower the CSI-based parser. Yet, there
is no exponential increase in processing time with very
long sentences. Furthermore, both parsers never fail to
parse a sentence, and tests on three different test texts
showed a robustly consistent level of performance.

A vexing question is whether we have actually built
parsers that emulate, or may in the long run emu-
late, Alpino. It is clear that both parsers can never
be pure emulations. Compared with Alpino, they may
and most likely will produce different results on un-
seen text. For now it may be illustrative to compare
evaluations on the same test texts.

Table 3 shows that Alpino still outperforms our
best-performing parser by wide margins. On all three
test sets the difference in performance score is over
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Fig. 3: Generalization accuracies in terms of percentages of correctly labeled dependencies (left) and words
processed per second (right) of the single-classifier and CSI-based dependency parsers trained on the maximum
amount of data, measured per sentence length from 2 to 50.

Test set Alpino CSI-based
Newspaper | 86.8 76.1
Questions | 93.7 80.6
Test suite | 92.6 79.9

Table 3: Comparison of labeled dependencies score of
Alpino and our best parser on the same test texts.

ten points. The classifiers used in our parsers only use
extremely simple feature representations. To compen-
sate for this, more training data is needed to match
the performance of Alpino’s more sophisticated rule-
based implementation. As we have shown in our exper-
iments, the extra training data needed for narrowing
this gap can be obtained from automatically parsed
texts. However, the increase in performance with re-
spect to the increase in data is only log-linear, and
therefore large amounts of data will be needed to truly
math the performance of Alpino.

On the positive side, our parsers do have an ad-
vantage in terms of memory and speed. Although
the Alpino parser is quite memory-lean, it needs more
memory with larger sentences. In contrast, our parsers
have a static memory footprint (apart from an ad-
ditional modest cubic-size buffer needed by the CSI-
based parser). In terms of speed, Alpino can be excep-
tionally slow with long sentences due to its exponential
components, and needs considerable search heuristics
and even memory and time limits to keep within rea-
sonable bounds; in contrast, our parsers appear to be-
have either linear (the single-classifier parser) or only
mildly slower (the CSI-based parser) when processing
longer sentences.

In future work we plan to optimize and improve the
CSI-based parser. We also intend to continue training
on more texts parsed by Alpino, as the end of that
resource, and of the ensuing learning curve, is not in
sight.
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Abstract

The basic Bag of Words representation generally used in
Text Categorization looses important syntactic and semantic
information contained in the documents. When the texts are
of a short length this may be particularly problematic. In this
paper we study the contribution of incorporating syntactic
and semantic information into the representation in a
Sentence Selection task in a genomics corpus. We analyze
the use of a hierarchical technical dictionary created from
the SwissProt Protein Knowledgebase. In our study, we
either replace a gene or protein name by a generic term or
add its SwissProt ancestor terms. Following our previous
work, we introduce the hierarchical terms into a syntactic
representation that uses relations between words in the
sentences. We show that using hierarchical technical
dictionaries together with syntactic relations is beneficial for
our problem when using state of the art machine learning
algorithms.

Keywords
Machine Learning — Sentence Selection - Text Representation —
Syntactic and Semantic Features

1. Introduction

Sentence selection (SSel) consists in identifying the
relevant sentences for a particular purpose. This is a
necessary step in many document-processing tasks, such
as Text Summarization (TS) and Information Extraction
(IE). The proportion of sentences considered relevant for
the above tasks in a given document is usually low,
making some pre-filtering a prerequisite.

Sentence selection can be considered a particular case
of Automatic Text Categorization (ATC), which consists
in automatically building programs capable of labeling
natural language texts with categories from a predefined
set. ATC is performed using standard Machine Learning
methods in a supervised learning task. The standard text
representation used in ATC is the Bag of Words (BOW),
which consists of representing each document by the
words that occur in it. This representation is also used in
related tasks such as Information Retrieval (IR) and
Information Extraction (IE). Different ways of expanding
this representation have been tried on these areas of
research, some of the expansions aiming to add some
semantic or syntactic knowledge (see some related work
in the next section).
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Even though SSel and ATC are related, not all their
characteristics are the same. One of the differences is that
in SSel the sentences are short in length, with few words
from the vocabulary occurring in each of them. This
results in an even more sparse representation than in the
ATC case. Another difference is that ATC is usually used
to recognize the general topic of a document, while SSel
concentrates on more specific details. Because of these
differences, some  variations to the standard
representations and techniques usually used for ATC
might be beneficial for SSel.

We address the task of sentence selection working on
a corpus of texts on genetics. The sentences are short in
length and the vocabulary of this corpus is highly specific.
We believe that, because of these characteristics, the use
of syntactic and semantic knowledge could be even more
beneficial than in a collection of a more general nature.

Our work is devoted to identification of relevant
sentences in scientific abstracts on genetics. Those
abstracts are written in natural language and can be
searched via the Internet using keyword queries.
However, the queries would retrieve a large superset of
relevant abstracts [9] from which we would like to
identify the sentences that express an interaction between
genes and/or proteins. Due to the continuous submission
of new abstracts, this task becomes repetitive and time
consuming. Because of that, automatic sentence selection
is considered of interest to the scientific community. We
automatically learn classifiers that categorize the
sentences from the abstracts into two classes: those that
describe an interaction between genes and/or proteins and
those that do not. In those classifiers we study the
usefulness of including syntactic and semantic knowledge
in the text representation.

In the remainder of this paper we first introduce some
related work and we present the details of our approach
and our dataset. Afterwards we present the representations
that we used and the experiments we performed together
with their results and their analysis. We finish the paper
presenting our conclusions and future work.

2. Related Work

The usefulness of syntactic and statistical phrases
compared to the BOW was first studied by Fagan [4] in
the IR context. In these experiments it was shown that

109



statistical phrases were not only easier to obtain but they
also improved performance more than syntactic phrases.

In [7] Lewis compared different representations using
either words or syntactic phrases (but not a combination
of both) for IR and ATC. The results with the phrase
representation showed no significant improvement with
respect to the representation using the BOW. Mitra et al.
[8] study the usefulness of linguistic knowledge for an IR
system. The results indicate that the noun phrases are
useful for lowly ranked answers but not so much for the
highly ranked answers where the words alone perform
well. Similar results were obtained in ATC by Furnkranz
[5] when building syntactic phrases following some
particular syntactic patterns learned from the data by an
extraction system.

Caropreso et al. [2] studied the usefulness of
statistical phrases (as opposed to single words) in ATC.
The more discriminating phrases were added to the BOW.
The experiments showed that the use of these phrases
could in some cases improve the classification.

Cohen and Singer [3] studied the importance of
introducing the order of the words in the text
representation by defining position related predicates in
an ILP system. This has been extended by Goadrich et al.
[6] in recent research in the IE area, incorporating the
order of noun phrases into the representation.

The use of hierarchies for the purpose of generalizing
the vocabulary, and in particular the use of Wordnet in
ATC, has been studied among others by Scot and Matwin
[10]. They showed that word senses are not adequate to
improve ATC accuracy.

Shatkay and Feldman [11] introduce various
literature-mining methods, both in a general domain and
within bioinformatics, including methods that make use of
syntactic and semantic knowledge. They also present an
information retrieval system and an information extraction
system for finding specific information about genes.

3. Our Approach and Dataset

We study the usefulness of including syntactic and
semantic knowledge in the text representation for the
selection of sentences from technical genomic texts. In
this specific context, the occurrence (or not) of specialized
terms is expected to discriminate between sentences that
contain information about genes and/or proteins
interaction, and those that do not contain that information.

In our previous work [1], we showed that syntactic
bi-grams (formed by words that are syntactically linked)
provide extra information on whether two genes and/or
proteins are interacting with each other. Such phrases
were formed, for example, by an adjective modifying a
noun, the main noun in the subject or object role of a
sentence together with its verb, or the main noun in a
prepositional phrase together with either the noun or verb
it modifies. Using the syntactic bi-grams together with
their single words, we represented the sentences and we
evaluated the classification performance of this
representation compared to the BOW. Our experiments
included the machine learning algorithms Naive Bayes
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and Support Vector Machine (SVM), and they were
performed using Weka [14].

It is understood in linguistics that syntactically related
words express semantic concepts. By using syntactic bi-
grams we are then already incorporating into the
representation some basic semantics. In our previous
work, we attempted to add some extra semantics with the
help of technical dictionaries used to generalize the
specific vocabulary by replacing the genes or protein
names by the generic marker “geneprot”. In our present
work, we further enrich the representation by introducing
more semantic knowledge in the form of a hierarchical
dictionary to help with the specific vocabulary. This
dictionary was created from a list of proteins and genes
extracted from the SwissProt Protein Knowledgebase.
From this source we obtained a classification of each of
the proteins and genes, which became its ancestor in the
hierarchy. All these ancestors were then related under a
common root, the generic word "geneprot'. We try
different ways of introducing the information from this
hierarchical dictionary into the text representation for our
task, both in the representation that uses the syntactic
information and in the basic representation without
syntactic information. We again use the Naive Bayes and
SVM algorithms, and we compare the new results among
themselves and with our previous ones.

Our experiments were done on a corpus created by
the CADERIGE project. The examples that consist of
only one sentence were automatically selected from
MedLine abstracts with a query Bacillus subtilis
transcription. The sentences were then pre-filtered to keep
only those 932 that contain at least two names of either
genes or proteins. The remaining sentences were manually
categorized as positive or negative according to whether
they describe or they do not describe a genomic
interaction. The result was a balanced dataset with 470
positive and 462 negative examples. The vocabulary size
is in the order of 3000 words. Some earlier work done on
this corpus is presented in [9].

4. Representations

In this section we present the different ways we
represented the sentences in order to capture the syntactic
and semantic information. We start from the basic BOW
representation and we then add the syntactic features as
presented in the next sub-section. In these two
representations we then study the inclusion of the
semantic information provided in the hierarchical
dictionary, trying different alternatives as presented in the
second sub-section.

4.1 Syntactic Representation

Given the characteristics of our task, we think that a richer
representation that takes into consideration these
characteristics would help to perform a better sentence
selection. In particular, because the texts are so short,
words are not disambiguated by the context. We believe
that the syntactic information provided by a parser
enriches the representation by showing the relations
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among the words in the sentence, which, to certain extent,
determine their senses.

We present here an example of the analysis
performed by the Link Parser [13], the relations it
recognized in our collection and how they are used in the
text representation.

The Link Parser was selected for specifically
providing the relation between words in the sentence by
establishing a link between them. In order to create a
syntactic representation we ran the parser on each
sentence of the data collection, identified some syntactic
links, such as the object of a verb, and we built syntactic
bi-grams with the linked words. Out of the many links
identified by the parser, we only took into consideration
those links that we believe could help enrich our
representation by bringing into the representation
semantic relations relevant to the classification task
(details on the links included can be found in [1]).

Given the first part of the fifth sentence of our
collection:

"we isolated a temperature-sensitive sporulation

defective mutant of the siga gene" (example 1)

the following are the links we identified among the set of
links returned by the Link Parser:

mutant_isolated,

isolated_we,
mutant_temperaturesensitive,
mutant_sporulation, mutant_defective,, gene_mutant,

gene_siga.

4.2 Hierarchical representation

While the syntactic representation goes some way towards
producing a richer task representation, it lacks additional
semantic knowledge. For this we turn to one of the several
hierarchical knowledge bases available for our domain
(eg. GeneOntology, Mesh, SwissProt.) In this way, our
enriched representation on the one hand generalizes with
respect to the BOW representation, and on the other hand
enriches the representation semantically, which to some
extent should alleviate the sparseness problem.

As previously presented (in section 3), the hierarchy
we use was created from information contained in the
Swiss Prot KnowledgeBase. It consists of a 3-level tree.
The leaves are the gene or protein names and the root the
generic term "geneprot”. The intermediate level of the
hierarchy is a classification of the gene or protein
presented in the database.

For our experiments we generated different
representations using this hierarchy, and compared their
performance with the ones obtained when using the BOW,
the basic representation using the gene or protein names,
with and without the syntactic information, to which we
refer on the results table as names. The new
representations are:

a) the representations created by replacing the
gene/protein names with the root of the hierarchy, referred
as repl_root,

b) the representation created by adding (instead of
replacing) the root of the hierarchy for each gene/protein
name, referred as add_root,

c) the representation created by adding the first
ancestors of the gene/protein name, referred as add_anc,
d) the representation created by adding both the first
ancestor of the gene/protein name and the root, referred as
add_both.

For the representations that use both syntactical and
semantic information, new bi-grams were created to either
replace or be added to the representation for each original
bi-gram that contains a gene/protein name. For example,
in the sentence presented before (example 1), we found
the bi-gram “gene_siga”, therefore the new bi-grams
“gene_rna”, and ‘“gene_geneprot” will be added to the
representation that adds both the ancestor and the root of
the hierarchy when considering the syntactic information.

5. Experiments and results

In this section we present the experiments we performed
using the machine learning algorithm Naive Bayes (NB)
from the Weka package.

As a baseline we use the basic representation,
considering all the words that appear in any of the links,
but without considering the links themselves and without
using the technical dictionaries. We compare its
performance with all our alternative representations, first
considering only information on the hierarchical
dictionary with its different variations in the
representation, and then all the same variations including
the recognized syntactic bi-grams (while keeping all the
corresponding words.)

After learning and evaluating classifiers for the
different representations, the results were compared using
Accuracy, Precision, Recall and Fl-measure. Given a
contingency table for a two class problem, containing the
real classification in the rows and the classifier’s
predictions in the columns, and in each entry the number
of examples correctly or incorrectly predicted, as the
following:

Predicted Positives | Predicted Negatives

Real Positives | TP - True Positives | FN - False Negatives

Real Negatives | FP - False Positives | TP - True Negatives

the previous measures are defined as:

1 - Accuracy = (TP + TN) / (TP + TN+ FP +FN)
2 - Precision (Pr) = TP / (TP + FP)

3 - Recall (Re) = TP/ (TP + FN)

4 - F1 = 2*Pr*Re / (Pr + Re)

According to preliminary experiments, the number of
features was set in 1000, which resulted in the best F1
measure. The features were selected through filtering
using the Information Gain measure. This was performed
locally for each different fold or training set.
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It is known that, over time, there is often a topic drift in
the documents of a collection. In these cases, if N-fold
cross-validation is used, it will not be sensitive to the
effects of concept drift, because training and testing
instances are spread over the entire time axis. It is
therefore expected to obtain over optimistic results.

Using a time split is a protocol which more
realistically evaluates the real use of the system when a
classifier will be trained on instances available prior to the
time of training and used to predict the class of new
examples as they become available. We chose to use this
approach to evaluate our representations, taking
advantage of the knowledge that the sentences are ordered
according to the date when the abstracts they belong to
were submitted to PubMed.

Tables 1 shows the Accuracy, Precision, Recall and
F1-measure obtained by the Naive Bayes algorithm in a
time related training/test split. The 60% of the sentences,
which originally were part of the earlier abstracts, are
used as training, while the remaining ones from the latest
abstracts are used as testing.

We first observe that the use of the syntactic features
importantly improved the accuracy of the -classifiers
(around 5% improvement), while only slightly improving
the F1 measure in most cases.

The addition or replacement of the hierarchical
information to the representation does not consistently
affect the performance of the classifiers. However, the
best accuracy and F1 measure, respectevely 0.72 and
0.70, are obtained with the representation including the
links and the top level of the hierarchical dictionary, the
representation referred as add_root in the tables.

The correlation of the precision and recall measures
is evident in Table 1. While the precision increases in the
“Links” part of the table, the recall decreases in a similar
proportion. This is why usually the F-measure, which is a
weighted average of both Precision and Recall, is
presented together with them. In our case we presented
the F1 measure, which gives equal weight to both. In
order to present another measure that relates the Precision
and Recall values, we calculated the breakeven point,
which is the value where precision and recall are equal,
and it can be obtained by changing the -classifier
threshold. We did that with the NB algorithm and we
found the BOW representation to have the lowest
breakeven point at 0.64, while by adding the syntactic
information, with or without the hierarchical information,
it was 0.67, and the higher (and best) breakeven point of
0.69 was reached when adding only the hierarchical
information.

To better understand the effects of the variations of
the threshold in the Naive Bayes algorithm, we show in
Fig. 1 the different values of the F1 measure for a
simplified 11 points threshold curve in the training/test
split. We only show the representations on the first and
last columns (names and add_both) of table 1, with and
without the syntactic information, called here Words,
Links, Words_Hier and Links_Hier respectively.

Table 1. Test set Acc., Pr., Re. and F1 for Naive Bayes

WORDS (BOW + hierarchical information)

names | r root | a root | a_anc | a_both
Accuracy | 0.65 0.64 0.64 0.65 0.66
Precision | 0.57 0.56 0.56 0.58 0.57
Recall 0.86 0.84 0.86 0.87 0.87
F1 0.68 0.67 0.67 0.69 0.69

LINKS (BOW + syntactic + hierarchical information)

names | r root | a root | a_anc | a_both
Accuracy | 0.71 0.69 0.72 0.71 0.70
Precision | 0.66 0.63 0.66 0.64 0.63
Recall 0.72 0.73 0.74 0.73 0.75
F1 0.69 0.68 0.70 0.68 0.69

We can observe that while the F1 measure is similar
for the four representations at the 0.5 threshold (the
default threshold used for the values presented in table 1),
it presents considerable variations for other values of the
threshold. In particular, for thresholds lower than 0.5
(which implies higher recall, and is shown on the left side
of the graph in Fig. 1,) the two representations that make
use of the syntactical information (Links and
Links_Hier) yield higher F1 measure values than the two
representations that do not consider the syntactic
information, and vice-versa.

In Fig. 2 we present the Precision/Recall curves for
the same four representations as in figure 1. These curves
confirm the observation that at high levels of recall, and in
particular for recall values over 0.80, the representations
that consider the syntactic information perform better than
the ones that do not.

Fig. 2 also shows the differences in the breakeven
point values mentioned before (observe the graph around
the point 0.7 for both precision and recall). It is clear from
the graph that the representation that takes into
consideration the hierarchical semantic information (Hier)
results in a higher precision not only at the breakeven
point but on the whole interval of recall between the
values of 0.4 and 0.8.

At levels of recall lower than 0.4, the representations
containing the semantic information obtain lower
precision than the ones that do not (the Words and Links
on their own.)

6. Conclusions and Future Work

In this paper we have presented the problem of sentence
selection from a genetics corpus and how we envisioned
the contribution of semantic and syntactic knowledge in
this task. We directly introduced semantic knowledge in
the representation by either replacing or adding the
ancestors of genes/proteins names according to a technical
hierarchical dictionary. As introduced in section 3,
syntactic relations were also incorporated in the
representation, bringing additional semantic knowledge.
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This was accomplished extending the set of features with
bi-grams obtained from a syntactic parser.

Figure 1

F1/Threshold
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Figure 2
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We have empirically showed that this syntactic and
semantic knowledge is useful for sentence selection on
this genetics corpus when using state of the art machine
learning methods. Its use improved the classifiers’
performance with respect to the basic BOW
representation.

In a time based train/test split, we found the basic
representation with only words to work well enough when
relatively low values of recall are accepted. Adding the
hierarchical  semantic  information  brought  the
performance up for medium to high values of recall.
When the highest values of recall are required, the
representations that add the syntactic information to either
of the previous ones perform the best.

In the future we plan to extend the use of semantic
background knowledge to include other hierarchies of
genes/proteins. One possible source for that could be the
publicly available Mesh or Gene Ontology. We also plan
to extend the use of syntactic knowledge by differentiating
the links according to the kind of relation they denote
(noun  phrases, subject, etc.) and introducing
morphological information (whether a word is a noun, an
adjective, a verb, etc.) Finally, we plan to try this
approach on a similar but larger dataset in the genetic
abstracts context, as well as on a different domain on
Legal documents.
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Abstract

Treebanks are often based on either of two
grammatical formalisms: phrase structure (con-
stituency) grammar or dependency grammar.
However, sometimes it is necessary to transform
treebank representations in order to test statisti-
cal parsers based on the alternative approach. In
this paper we present new parsing results for Bul-
garian by training two statistical parsers (con-
stituency and dependency) on the BulTreeBank.
We explore the interaction between constituency
and dependency representations in both the con-
stituency and the dependency parser using infor-
mation based on the alternative formalism. We
show that this interaction has a positive impact
on parsing accuracy. We also investigate the re-
lation between the BulTreeBank and one of its
dependency variants which had been automati-
cally derived from the original treebank.

1 Introduction

The practical utility of syntactic parsers in NLP has a

high potential [18]. However, the state-of-the-art ap-

plications in key NLP areas often do not use parsing
but rather implement N-gram language models. Be-
sides being used in various tasks, parsing remains an

interesting research question on its own (for example,

both in 2006 and in 2007 the shared tasks of the Con-
ference on Computational Natural Language Learning

[6], [25] have been on dependency parsing®.)
Constituency parsing and dependency parsing are

undoubtedly the two most common approaches to
parsing natural languages.

For a long time, con-
stituency parsers such as [11] and [10] have been the

state of the art for English. Furthermore, some con-
stituency parsers have been ported from English to

other languages such as Czech [12] or Chinese [1],

among others. On the other hand, dependency parsers

L http://nextens.uvt.nl/~conll/,
http://depparse.uvt.nl/depparse-wiki/Shared Task Website/
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have become increasingly popular, especially for lan-
guages with rather free word order [6].

Constituency and dependency-based parsers are
similar in many ways. For example, they can be based
on the same or similar parsing algorithms; statistical
parsers can use the same techniques for learning etc.
Another similarity between constituency and depen-
dency parsers concerns the dependency parsing mea-
sures [19] which can also be used for evaluating con-
stituency parsers (provided that head-dependent re-
lations can be derived from the constituents in the
treebank). Constituency parsers such as [11] use de-
pendency information encoded in head-tables. How-
ever, dependency parsers often do not benefit from
constituency information.

Without crossing dependencies, constituency gram-
mar and dependency grammar are weakly equivalent
[16, 15]. Dependency formalisms that allow crossing
relations cannot be ‘transformed’ to constituency for-
malisms without using (some kind of) empty struc-
tures. Take, for example, the sentence fragment from
the Penn treebank [21] “The Soviet legislature ap-
proved a 1990 budget yesterday that halves its huge
deficit...” The dependency relation between ‘ap-
proved’ and ‘yesterday’, and the one between the heads
of the phrase ‘a 1990 budget’ and the relative clause
‘that halves its huge deficit’ are crossing (Figure 1).
In the original annotation of this sentence, there is an
empty SBAR structure before ‘yesterday’ which points
to the SBAR ‘that halves its huge deficit’.

This work addresses the practical aspect of the re-
lation between the constituency and dependency for-
malisms. This relation might be interchangeability or
complement. For a full scale interchangeability, a cho-
sen formalism based on one of the approaches should
be converted to a formalism based on the other ap-
proach and then converted back without any errors.
Furthermore, both formalisms must be capable of rep-
resenting in a sensible way the syntactic structure of
the sentences from a large corpus. In the paper we
present results on interchangeability between two rep-
resentations of the Bulgarian treebank — BulTreeBank.
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l |
The Soviet legislature [approved|fa 1990 budget][yesterday][that halves its huge deficit ...

Fig. 1: Crossing relations in a sentence fragment from the Penn treebank [21]

The complement relation between the two formalisms
is beyond the scope of the paper. It requires a joint
model for simultaneously applications of both types of
the linguistic knowledge.

In this paper we show updated results for pars-
ing Bulgarian. The best settings for the dependency
parser of [26] are used on another dependency conver-
sion of the BulTreeBank [8]. Moreover, constituency
information was included in a new parsing model
which, employing gold standard phrase structure la-
bels, outperformed the best dependency parser trained
on the BulTreeBank [23]. Tests for constituency pars-
ing of Bulgarian are also reported. Finally, we list
the results of two conversion procedures from one of
the dependency variants of the BulTreeBank back to
constituency representations.

This paper is structured as follows: In Section 2 we
briefly describe the BulTreeBank. Then, in Section 3,
we review the measures that can be used to evaluate
parsers. Our work on dependency parsing is described
in Section 4. Section 5 is dedicated to our experiments
with a statistical constituency parser. In Section 6 we
report two conversion procedures for transforming a
dependency variant of the BulTreeBank back to con-
stituency representations. We conclude and list our
plans for future work in Section 7.

2 The BulTreeBank

Currently the BulTreeBank [29, 28] comprises 214,000
tokens, a little more than 15,000 sentences. Each token
is annotated with elaborate morphosyntactic informa-
tion. The original XML format of the BulTreeBank is
based on HPSG. Syntactic structure is encoded using
a set of constituents with head-dependant markings.
The phrasal constituents contain two types of infor-
mation: the domain of the constituent (NP, VP etc.)
and the type of the phrase (head-complement (NPC,
VPC etc.), head-subject (VPS), head-adjunct (NPA,
VPA etc.) and so forth.)

In almost every constituent the head daughter could
be determined unambiguously. However, more specific
rules are needed in some combinations of constituents.
For example, in NPs of the type NN. The head might
be the former or the latter noun depending on the
semantics of the phrase. In such cases manual annota-
tion of the head is necessary. Coordinations are consid-
ered to be non-headed phrases, where the grammatical
function overrides the syntactic labels. We converted
the BulTreeBank to Penn treebank bracketed format
[21] for our tests on constituency parsing.

The BulTreeBank has been converted to depen-
dency format using three different conversion proce-
dures [8] (we will refer to the resulting treebanks using

the abbreviations BTBD-1, BTBD-22 and BTBD-33,
respectively). BTBD-1 is an extension of a previous
conversion of part of the treebank that is described in
[22]. BTBD-2 has been influenced by the annotation
scheme of a dependency treebank of Italian - the Turin
University Treebank [5]. BTBD-1 and BTBD-2 have
been converted using a variant of the constituency-to-
dependency conversion procedure described in [30].

The procedure used to convert the BulTreeBank
to BTBD-3 is rule-based. It is based on an HPSG-
compatible annotation scheme which has been de-
signed according to the specific characteristics of the
Bulgarian language. This is also the most popular
dependency variant of the BulTreeBank. It has been
parsed by 13 research teams at the CoNLL 2006 shared
task on dependency parsing.

3 Parsing measures

Various measures have been used in the literature to
evaluate parsers. One of these measures is the com-
plete match (e.g. the number of correctly parsed
trees divided by the total number of trees in the test
set). However, this method cannot evaluate properly
phrases (or dependency pairs) that have been parsed
correctly but the trees that they belong to have been
classified as incorrect. The PARSEVAL constituency
measures (bracketing precision, bracketing recall and
crossing brackets) [3] solve this problem for phrase
structure grammar but they have been criticized for
other demerits in [7, 17], among others.

The dependency  parsing measures (la-
beled/unlabeled attachment score) proposed in
[19] are an alternative. In this paper, we use the
PARSEVAL F-measure (the harmonic mean of the
PARSEVAL precision and recall) for evaluating
constituency parsers. We also use labeled attachment
score (LAS) for evaluating both constituency and
dependency parsers. Note, that for constituency
parsers, labeled attachment scores obtained using
different head-tables are also different.

4 Dependency parsing

The dependency incarnations of the BulTreeBank have
seen an increased attention recently as a valuable
resource for training and testing statistical parsers.
Marinov and Nivre [22] started off with a limited set of
5,000 sentences and reported labeled attachment score

2 Software for converting the original BulTreeBank to BTBD-2
can be downloaded from: http://depparse.uvt.nl/depparse-
wiki/SoftwarePage/

3 More information on how to acquire BTBD-3 can be found
on http://www.bultreebank.org/dpbtb/
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of 72.9% on automatically assigned part-of-speech tags
using MaltParser®, a shift-reduce dependency parser.
The accuracy of the same dependency parser (i.e. [24])
trained on BTBD-1, BTBD-2 and BTBD-3 using gold
standard part-of-speech tags was reported in [8]. Their
best labeled attachment score was 79.5% achieved on
BTBD-3. Both of these results were achieved with a
memory-based learner [13] using part-of-speech tags,
dependency and lexical information as learning fea-
tures.

The BulTreeBank was used as an optional treebank
at the CoNLL shared task in 2006 [6] and 13 differ-
ent teams parsed it reporting results from 67.6% to
87.6% labeled attachment score. The best-performing
parsers at the CoNLL 2006 shared task on dependency
parsing — the two-staged parser of [23] and Maltparser
of [26], clearly outperformed the parsing model re-
ported in [8], achieving labeled attachment scores of
87.6% and 87.4%, respectively. Although [8] also have
used Maltparser in their experiments, their version of
the parser employed memory-based learning compared
to Support Vector Machines (SVM) [9], used by [26].
SVM learning together with optimized feature mod-
els resulted in an increase of over 7 percentage points
measured in labeled attachment score.

Our results on dependency parsing of the BulTree-
Bank are summarized in Table 1 together with other
experiments reported in the literature. Firstly, we
used the best feature model for BTBD-3 from [26]
on BTBD-2, to test if feature model optimisation was
generally robust regarding the chosen dependency an-
notations. Keeping all settings the same as in [26] but
just changing the data we obtained 83.1% LAS. An
improvement has been achieved, if this result is com-
pared to the experiments of [8] on the same data set
(79.2% LAS).

Trying to improve parsing, we decided to use con-
stituency information as features in the learning model
of the dependency parser, influenced by the constraint-
based models in psycholinguistics such as [20]. Our
idea was that if distinct types of information can bias
human parsing decisions, then using such information
for learning a statistical parser would increase its accu-
racy. We extracted the constituency information from
the original treebank and added it as a separate layer
in BTBD-2 and BTBD-3 using the following proce-
dure:

if two or more new constituents have been
opened before the token, associate the
label of the constituent before the
last to the token;

elsif one new constituent has been opened
before the token, associate its label
to the token;

else associate the default label (_) to
the token

A constituent opened before word; should be in-
terpreted as a constituent which contains word;, for
i = 1, and, as additional condition for i > 1, does not
contain word;_1 (where i is the position of the word
in the sentence.)

4 http://w3.msi.vxu.se/~nivre/research/MaltParser.html

| Pure Dependency Parsing ‘

Malt-MBL | Malt-SVM | Malt-SVM | best,
BTBD-2 BTBD-2 BTBD-3 BTBD-3
79.2% 83.5% 87.4% 87.6%

Dependency + Constituency

BTBD-2, Malt(SVM) | BTBD-3, Malt(SVM)
90.6% 89.7%

Table 1: Labeled attachment score of the parsers that
we trained, compared to Malt-MBL [8], Malt-SVM on
BTBD-3 [26] and the CoNLL 2006 best reported result
for Bulgarian [23]

Take, for example the structure of the sentence from
the BulTreeBank ‘Pravo na avtorstvo’ (‘Right of au-
thorship”) which consists of an NPA:

(S (NPA (N (Ncnsi Pravo))(PP (Prep (R na))(N
(Ncnsi avtorstvo)))))

The constituents which are opened before the first
word are S, NPA and N. The constituent opened before
the last is NPA, so it will be added as a label associated
to the word ‘Pravo’. The constituent label associated
with ‘na’ would be PP. As only one new constituent
— N has been opened before the word ‘avtorstvo’, it
would be associated to the last word in the sentence.

The addition of the constituency information in the
parsing model has led to a labeled attachment score
of 90.6% for BTBD-2 which is a significant increase
of 3% compared to the best result from CoNLL 2006
shared task [23]. The same parsing model used on
BTBD-3 has 89.7% labeled attachment score. These
numbers are not comparable to the results reported
at the CoNLL 2006 shared task and other parsing ex-
periments, because we have used gold standard con-
stituency information not only in the training set but
also in the test set. Such information is not available
in the typical parsing task. To overcome this demerit,
we plan to use constituency information obtained us-
ing a constituency parser or a chunker for the test set
instead of gold-standard constituents.

5 Constituency parsing

There have been a few